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Département de Physique Théorique
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ABSTRACT

Here we present Caputo fractional Iyengar type inequalities with respect to Lp norms,

with 1 ≤ p ≤ ∞. The method is based on the right and left Caputo fractional Taylor’s

formulae.

RESUMEN

Aqúı presentamos desigualdades de tipo Caputo fraccional Iyengar con respecto a las

normas Lp, con 1 ≤ p ≤ ∞. El método se basa en las fórmulas de Taylor fraccionales

de Caputo derecha e izquierda.

Keywords and Phrases: Iyengar inequality, right and left Caputo fractional, Taylor formulae,

Caputo fractional derivative.
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1 Introduction

We are motivated by the following famous Iyengar inequality (1938), [4].

Theorem 1. Let f be a differentiable function on [a, b] and |f′ (x)| ≤ M. Then

∣

∣

∣

∣

∣

∫b

a

f (x)dx−
1

2
(b− a) (f (a) + f (b))

∣

∣

∣

∣

∣

≤
M (b − a)

4

2

−
(f (b) − f (a))

2

4M
. (1)

We need

Definition 2. ([1], p. 394) Let ν > 0, n = ⌈ν⌉ (⌈·⌉ the ceiling of the number), f ∈ ACn ([a, b])

(i.e. f(n−1) is absolutely continuous on [a, b]). The left Caputo fractional derivative of order ν is

defined as

Dν
∗af (x) =

1

Γ (n− ν)

∫x

a

(x− t)
n−ν−1

f(n) (t)dt, (2)

∀ x ∈ [a, b], and it exists almost everywhere over [a, b] .

We need

Definition 3. ([2], p. 336-337) Let ν > 0, n = ⌈ν⌉, f ∈ ACn ([a, b]). The right Caputo fractional

derivative of order ν is defined as

Dν
b−f (x) =

(−1)
n

Γ (n− ν)

∫b

x

(z− x)
n−ν−1

f(n) (z)dz, (3)

∀ x ∈ [a, b], and exists almost everywhere over [a, b] .

2 Main Results

We present the following Caputo fractional Iyengar type inequalities:

Theorem 4. Let ν > 0, n = ⌈ν⌉ (⌈·⌉ is the ceiling of the number), and f ∈ ACn ([a, b]) (i.e.

f(n−1) is absolutely continuous on [a, b]). We assume that Dν
∗af,D

ν
b−f ∈ L∞ ([a, b]). Then

i)

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν+ 2)

[

(t− a)
ν+1

+ (b− t)
ν+1

]

, (4)

∀ t ∈ [a, b] ,
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ii) at t = a+b
2

, the right hand side of (4) is minimized, and we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k + 1) !

(b− a)
k+1

2k+1

[

f(k) (a) + (−1)kf(k) (b)
]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν + 2)

(b − a)
ν+1

2ν
, (5)

iii) if f(k) (a) = f(k) (b) = 0, for all k = 0, 1, ..., n − 1, we obtain

∣

∣

∣

∣

∣

∫b

a

f (x)dx

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν+ 2)

(b− a)
ν+1

2ν
, (6)

which is a sharp inequality,

iv) more generally, for j = 0, 1, 2, ..., N ∈ N, it holds

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

(

b− a

N

)k+1
[

jk+1f(k) (a) + (−1)k (N− j)
k+1

f(k) (b)
]

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν+ 2)

(

b − a

N

)ν+1
[

jν+1 + (N− j)
ν+1

]

, (7)

v) if f(k) (a) = f(k) (b) = 0, k = 1, ..., n − 1, from (7) we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b− a

N

)

[jf (a) + (N− j) f (b)]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν + 2)

(

b− a

N

)ν+1
[

jν+1 + (N − j)
ν+1

]

, (8)

j = 0, 1, 2, ..., N,

vi) when N = 2 and j = 1, (8) turns to

∣

∣

∣

∣

∣

∫b

a

f (x)dx −

(

b− a

2

)

(f (a) + f (b))

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L∞([a,b]) ,
∥

∥Dν
b−f

∥

∥

L∞([a,b])

}

Γ (ν + 2)

(b − a)
ν+1

2ν
, (9)

vii) when 0 < ν ≤ 1, inequality (9) is again valid without any boundary conditions.
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Proof. Let ν > 0, n = ⌈ν⌉, and f ∈ ACn ([a, b]). Then by ([3], p. 54) left Caputo fractional

Taylor’s formula we have

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k
=

1

Γ (ν)

∫x

a

(x− t)
ν−1

Dν
∗af (t)dt, (10)

∀ x ∈ [a, b] .

Also by ([2], p. 341) right Caputo fractional Taylor’s formula we get:

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k
=

1

Γ (ν)

∫b

x

(z − x)
ν−1

Dν
b−f (z)dz, (11)

∀ x ∈ [a, b] .

By (10) we derive

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤
‖Dν

∗af‖L∞([a,b])

Γ (ν+ 1)
(x− a)

ν
, (12)

and by (11) we obtain

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤

∥

∥Dν
b−f

∥

∥

L∞([a,b])

Γ (ν+ 1)
(b− x)

ν
, (13)

∀ x ∈ [a, b] .

Call

γ1 :=
‖Dν

∗af‖L∞([a,b])

Γ (ν+ 1)
, (14)

and

γ2 :=

∥

∥Dν
b−f

∥

∥

L∞([a,b])

Γ (ν+ 1)
. (15)

Set

γ := max (γ1, γ2) . (16)

That is
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤ γ (x− a)
ν
, (17)

and
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤ γ (b− x)
ν
, (18)

∀ x ∈ [a, b] .
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Hence it holds

n−1∑

k=0

f(k) (a)

k!
(x− a)

k
− γ (x− a)

ν
≤ f (x) ≤

n−1∑

k=0

f(k) (a)

k!
(x− a)

k
+ γ (x− a)

ν
(19)

and
n−1∑

k=0

f(k) (b)

k!
(x− b)

k
− γ (b− x)

ν ≤ f (x) ≤

n−1∑

k=0

f(k) (b)

k!
(x− b)

k
+ γ (b− x)

ν
, (20)

∀ x ∈ [a, b] .

Let any t ∈ [a, b], then by integration over [a, t] and [t, b], respectively, we obtain

n−1∑

k=0

f(k) (a)

(k + 1) !
(t− a)

k+1
−

γ

(ν+ 1)
(t− a)

ν+1
≤

∫t

a

f (x)dx ≤

n−1∑

k=0

f(k) (a)

(k + 1) !
(t− a)

k+1
+

γ

(ν+ 1)
(t− a)

ν+1
, (21)

and

−

n−1∑

k=0

f(k) (b)

(k + 1) !
(t− b)

k+1
−

γ

(ν+ 1)
(b− t)

ν+1
≤

∫b

t

f (x)dx ≤

−

n−1∑

k=0

f(k) (b)

(k+ 1) !
(t− b)

k+1
+

γ

(ν+ 1)
(b− t)

ν+1
. (22)

Adding (21) and (22), we obtain

{
n−1∑

k=0

1

(k + 1) !

[

f(k) (a) (t− a)
k+1

− f(k) (b) (t − b)
k+1
]

}

−

γ

(ν+ 1)

[

(t− a)
ν+1

+ (b− t)
ν+1

]

≤

∫b

a

f (x)dx ≤

{
n−1∑

k=0

1

(k + 1) !

[

f(k) (a) (t− a)
k+1

− f(k) (b) (t − b)
k+1
]

}

+

γ

(ν + 1)

[

(t− a)
ν+1

+ (b− t)
ν+1

]

, (23)

∀ t ∈ [a, b] .

Consequently we derive:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤

γ

(ν + 1)

[

(t− a)
ν+1

+ (b− t)
ν+1

]

, (24)



6 George A. Anastassiou CUBO
21, 2 (2019)

∀ t ∈ [a, b] .

Let us consider

g (t) := (t− a)
ν+1

+ (b− t)
ν+1

, ∀ t ∈ [a, b] .

Hence

g′ (t) = (ν+ 1)
[

(t− a)
ν
− (b− t)

ν]
= 0,

giving (t− a)
ν
= (b− t)

ν and t− a = b− t, that is t = a+b
2

the only critical number here.

We have g (a) = g (b) = (b − a)
ν+1, and g

(

a+b
2

)

=
(b−a)ν+1

2ν , which the minimum of g over

[a, b].

Consequently the right hand side of (24) is minimized when t = a+b
2

, with value γ
(ν+1)

(b−a)ν+1

2ν .

Assuming f(k) (a) = f(k) (b) = 0, for k = 0, 1, ..., n − 1, then we obtain that

∣

∣

∣

∣

∣

∫b

a

f (x)dx

∣

∣

∣

∣

∣

≤
γ

(ν + 1)

(b− a)
ν+1

2ν
, (25)

which is a sharp inequality.

When t = a+b
2

, then (24) becomes

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k + 1) !

(b− a)
k+1

2k+1

[

f(k) (a) + (−1)kf(k) (b)
]

∣

∣

∣

∣

∣

≤

γ

(ν+ 1)

(b − a)
ν+1

2ν
. (26)

Next let N ∈ N, j = 0, 1, 2, ..., N and tj = a+ j
(

b−a
N

)

, that is t0 = a, t1 = a+ b−a
N

, ..., tN = b.

Hence it holds

tj − a = j

(

b− a

N

)

, (b − tj) = (N− j)

(

b− a

N

)

, j = 0, 1, 2, ..., N. (27)

We notice that

(tj − a)
ν+1

+ (b− tj)
ν+1

=

(

b− a

N

)ν+1
[

jν+1 + (N − j)
ν+1

]

, (28)

j = 0, 1, 2, ..., N,

and (for k = 0, 1, ..., n − 1)

[

f(k) (a) (tj − a)
k+1

+ (−1)kf(k) (b) (b− tj)
k+1
]

=

[

f(k) (a) jk+1

(

b − a

N

)k+1

+ (−1)kf(k) (b) (N− j)
k+1

(

b − a

N

)k+1
]

=
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(

b− a

N

)k+1
[

f(k) (a) jk+1 + (−1)kf(k) (b) (N − j)
k+1
]

, (29)

j = 0, 1, 2, ..., N.

By (24) we get

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

(

b− a

N

)k+1
[

f(k) (a) jk+1 + (−1)kf(k) (b) (N − j)
k+1
]

∣

∣

∣

∣

∣

≤
γ

(ν + 1)

(

b − a

N

)ν+1
[

jν+1 + (N− j)
ν+1

]

, (30)

j = 0, 1, 2, ..., N.

If f(k) (a) = f(k) (b) = 0, k = 1, ..., n − 1, then (30) becomes
∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b− a

N

)

[jf (a) + (N− j) f (b)]

∣

∣

∣

∣

∣

≤

γ

(ν+ 1)

(

b− a

N

)ν+1
[

jν+1 + (N − j)
ν+1

]

, (31)

j = 0, 1, 2, ..., N.

When N = 2 and j = 1, then (31) becomes
∣

∣

∣

∣

∣

∫b

a

f (x)dx −

(

b− a

2

)

(f (a) + f (b))

∣

∣

∣

∣

∣

≤

γ

(ν+ 1)
2

(

b− a

2

)ν+1

=
γ

(ν+ 1)

(b− a)
ν+1

2ν
. (32)

Let 0 < ν ≤ 1, then n = ⌈ν⌉ = 1. In that case, without any boundary conditions, we derive from

(32) again that
∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b − a

2

)

(f (a) + f (b))

∣

∣

∣

∣

∣

≤
γ

(ν+ 1)

(b − a)
ν+1

2ν
. (33)

The theorem is proved in all cases.

We give

Theorem 5. Let ν ≥ 1, n = ⌈ν⌉, and f ∈ ACn ([a, b]). We assume that Dν
∗af,D

ν
b−f ∈ L1 ([a, b]).

Then

i)

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤
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max
{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν + 1)

[

(t− a)
ν
+ (b − t)

ν]
, (34)

∀ t ∈ [a, b] ,

ii) when ν = 1, from (34), we have

∣

∣

∣

∣

∣

∫b

a

f (x)dx− [f (a) (t− a) + f (b) (b− t)]

∣

∣

∣

∣

∣

≤

‖f′‖L1([a,b]) (b − a) , ∀ t ∈ [a, b] , (35)

iii) from (35), we obtain (ν = 1 case)

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b − a

2

)

(f (a) + f (b))

∣

∣

∣

∣

∣

≤ ‖f′‖L1([a,b]) (b − a) , (36)

iv) at t = a+b
2

, ν > 1, the right hand side of (34) is minimized, and we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k + 1) !

(b− a)
k+1

2k+1

[

f(k) (a) + (−1)kf(k) (b)
]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν+ 1)

(b − a)
ν

2ν−1
, (37)

v) if f(k) (a) = f(k) (b) = 0, for all k = 0, 1, ..., n − 1; ν > 1, from (37), we obtain

∣

∣

∣

∣

∣

∫b

a

f (x)dx

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν + 1)

(b− a)
ν

2ν−1
, (38)

which is a sharp inequality,

vi) more generally, for j = 0, 1, 2, ..., N ∈ N, it holds

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

(

b − a

N

)k+1
[

jk+1f(k) (a) + (−1)k (N− j)
k+1

f(k) (b)
]

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν+ 1)

(

b− a

N

)ν
[

jν + (N − j)
ν]

, (39)

vii) if f(k) (a) = f(k) (b) = 0, k = 1, ..., n − 1, from (39) we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b− a

N

)

[jf (a) + (N − j) f (b)]

∣

∣

∣

∣

∣

≤
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max
{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν+ 1)

(

b− a

N

)ν
[

jν + (N− j)
ν]

, (40)

j = 0, 1, 2, ..., N,

viii) when N = 2 and j = 1, (40) turns to

∣

∣

∣

∣

∣

∫b

a

f (x)dx −
(b− a)

2
(f (a) + f (b))

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖L1([a,b]) ,
∥

∥Dν
b−f

∥

∥

L1([a,b])

}

Γ (ν+ 1)

(b − a)
ν

2ν−1
. (41)

Proof. Here ν ≥ 1 and Dν
∗af,D

ν
b−f ∈ L1 ([a, b]). By (10) we get

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤
1

Γ (ν)
(x− a)

ν−1

∫x

a

|Dν
∗af (t)|dt

≤
(x− a)

ν−1

Γ (ν)
‖Dν

∗af‖L1([a,b]) , (42)

∀ x ∈ [a, b] .

That is
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤
‖Dν

∗af‖L1([a,b])

Γ (ν)
(x− a)

ν−1
, (43)

∀ x ∈ [a, b] .

By (11) we get

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x − b)

k

∣

∣

∣

∣

∣

≤
1

Γ (ν)
(b − x)

ν−1

∫b

x

∣

∣Dν
b−f (z)

∣

∣dz

≤
(b− x)

ν−1

Γ (ν)

∥

∥Dν
b−f

∥

∥

L1([a,b])
, (44)

∀ x ∈ [a, b] .

That is
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤

∥

∥Dν
b−f

∥

∥

L1([a,b])

Γ (ν)
(b− x)

ν−1
, (45)

∀ x ∈ [a, b] .

Call

δ1 :=
‖Dν

∗af‖L1([a,b])

Γ (ν)
, (46)
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and

δ2 :=

∥

∥Dν
b−f

∥

∥

L1([a,b])

Γ (ν)
. (47)

Set

δ := max (δ1, δ2) . (48)

That is
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤ δ (x− a)
ν−1

, (49)

and
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤ δ (b− x)
ν−1

, (50)

∀ x ∈ [a, b] .

As in the proof of Theorem 4, we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤

δ

ν

[

(t− a)
ν
+ (b − t)

ν]
, (51)

∀ t ∈ [a, b] .

The rest of the proof is similar to the proof of Theorem 4.

We continue with

Theorem 6. Let p, q > 1 : 1
p
+ 1

q
= 1, ν > 1

q
, n = ⌈ν⌉ ; f ∈ ACn ([a, b]), with Dν

∗af,D
ν
b−f ∈

Lq ([a, b]). Then

i)

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν+ 1
p

)

(p (ν− 1) + 1)
1
p

[

(t− a)
ν+ 1

p + (b− t)
ν+ 1

p

]

, (52)

∀ t ∈ [a, b] ,

ii) at t = a+b
2

, the right hand side of (52) is minimized, and we get:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k + 1) !

(b− a)
k+1

2k+1

[

f(k) (a) + (−1)kf(k) (b)
]

∣

∣

∣

∣

∣

≤
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max
{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν+ 1
p

)

(p (ν − 1) + 1)
1
p

(b− a)
ν+ 1

p

2ν−
1
q

, (53)

iii) if f(k) (a) = f(k) (b) = 0, for all k = 0, 1, ..., n − 1, we obtain

∣

∣

∣

∣

∣

∫b

a

f (x)dx

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν + 1
p

)

(p (ν− 1) + 1)
1
p

(b− a)
ν+ 1

p

2ν−
1
q

, (54)

which is a sharp inequality,

iv) more generally, for j = 0, 1, 2, ..., N ∈ N, it holds

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

(

b− a

N

)k+1
[

jk+1f(k) (a) + (−1)k (N− j)
k+1

f(k) (b)
]

∣

∣

∣

∣

∣

≤
max

{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν + 1
p

)

(p (ν− 1) + 1)
1
p

(

b− a

N

)ν+ 1
p [

jν+
1
p + (N− j)

ν+ 1
p

]

, (55)

v) if f(k) (a) = f(k) (b) = 0, k = 1, ..., n − 1, from (55) we get:
∣

∣

∣

∣

∣

∫b

a

f (x)dx−

(

b− a

N

)

[jf (a) + (N− j) f (b)]

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν+ 1
p

)

(p (ν − 1) + 1)
1
p

(

b− a

N

)ν+ 1
p [

jν+
1
p + (N − j)

ν+ 1
p

]

, (56)

for j = 0, 1, 2, ..., N,

vi) when N = 2 and j = 1, (56) turns to
∣

∣

∣

∣

∣

∫b

a

f (x)dx −

(

b− a

2

)

(f (a) + f (b))

∣

∣

∣

∣

∣

≤

max
{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν)
(

ν+ 1
p

)

(p (ν − 1) + 1)
1
p

(b− a)
ν+ 1

p

2ν−
1
q

, (57)

vii) when 1/q < ν ≤ 1, inequality (57) is again valid but without any boundary conditions.

Proof. Here ν > 0, n = ⌈ν⌉, f ∈ ACn ([a, b]) ; p, q > 1 : 1
p
+ 1

q
= 1, with Dν

∗af,D
ν
b−f ∈ Lq ([a, b]).

By (10) we have

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤
1

Γ (ν)

∫x

a

(x− t)
ν−1

|Dν
∗af (t)|dt ≤
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1

Γ (ν)

(∫x

a

(x− t)
p(ν−1)

dt

)
1
p
(∫x

a

|Dν
∗af (t)|

q
dt

)
1
q

≤

1

Γ (ν)

(x − a)
p(ν−1)+1

p

(p (ν− 1) + 1)
1
p

‖Dν
∗af‖Lq([a,b]) . (58)

Here we assume that ν > 1
q
⇔ p (ν− 1) + 1 > 0. So, we get

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤
‖Dν

∗af‖Lq([a,b])

Γ (ν) (p (ν− 1) + 1)
1
p

(x− a)
ν− 1

q , (59)

∀ x ∈ [a, b] .

By (11) we have

∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x − b)

k

∣

∣

∣

∣

∣

≤
1

Γ (ν)

∫b

x

(z− x)
ν−1

∣

∣Dν
b−f (z)

∣

∣dz ≤

1

Γ (ν)

(∫b

x

(z − x)
p(ν−1)

dz

)
1
p
(∫b

x

∣

∣Dν
b−f (z)

∣

∣

q
dz

)
1
q

≤

1

Γ (ν)

(b− x)
p(ν−1)+1

p

(p (ν− 1) + 1)
1
p

∥

∥Dν
b−f

∥

∥

Lq([a,b])
. (60)

So, we get
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤

∥

∥Dν
b−f

∥

∥

Lq([a,b])

Γ (ν) (p (ν− 1) + 1)
1
p

(b− x)
ν− 1

q , (61)

∀ x ∈ [a, b] .

Call

ρ1 :=
‖Dν

∗af‖Lq([a,b])

Γ (ν) (p (ν− 1) + 1)
1
p

, (62)

and

ρ2 :=

∥

∥Dν
b−f

∥

∥

Lq([a,b])

Γ (ν) (p (ν− 1) + 1)
1
p

. (63)

Set

ρ := max (ρ1, ρ2) , m := ν−
1

q
> 0. (64)

That is
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (a)

k!
(x− a)

k

∣

∣

∣

∣

∣

≤ ρ (x− a)
m
, (65)

and
∣

∣

∣

∣

∣

f (x) −

n−1∑

k=0

f(k) (b)

k!
(x− b)

k

∣

∣

∣

∣

∣

≤ ρ (b− x)
m
, (66)
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∀ x ∈ [a, b] .

As in the proof of Theorem 4, we obtain:

∣

∣

∣

∣

∣

∫b

a

f (x)dx−

n−1∑

k=0

1

(k+ 1) !

[

f(k) (a) (t− a)
k+1

+ (−1)kf(k) (b) (b− t)
k+1

]

∣

∣

∣

∣

∣

≤

ρ

(m+ 1)

[

(t− a)
m+1

+ (b− t)
m+1

]

=

max
{
‖Dν

∗af‖Lq([a,b]) ,
∥

∥Dν
b−f

∥

∥

Lq([a,b])

}

Γ (ν) (p (ν− 1) + 1)
1
p

(

ν+ 1
p

)

[

(t− a)
ν+ 1

p + (b− t)
ν+ 1

p

]

, (67)

∀ t ∈ [a, b] .

The rest of the proof is similar to the proof of Theorem 4.
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ABSTRACT

For any non-trivial Abelian group A under addition a graph G is said to be A-magic

if there exists a labeling f : E(G) → A− {0} such that, the vertex labeling f+ defined

as f+(v) =
∑

f(uv) taken over all edges uv incident at v is a constant. An A-magic

graph G is said to be Zk-magic graph if the group A is Zk, the group of integers modulo

k and these graphs are referred as k-magic graphs. In this paper we prove that the

graphs such as path union of cycle, generalized Petersen graph, shell, wheel, closed

helm, double wheel, flower, cylinder, total graph of a path, lotus inside a circle and

n-pan graph are Zk-magic graphs.

http://dx.doi.org/10.4067/S0719-06462019000200015
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RESUMEN

Para cualquier grupo Abeliano no-trivial A bajo adición, un grafo G se dice A-mágico

si existe un etiquetado f : E(G) → A − {0} tal que el etiquetado de un vértice f+

definido como f+(v) =
∑

f(uv), tomado sobre todos los ejes uv incidentes en v, es

constante. Un grafo A-mágico G se dice Zk-mágico si el grupo A es Zk, el grupo de

enteros módulo k y estos se llaman grafos k-mágicos. En este paper demostramos que

los grafos tales como la unión por caminos de ciclos, grafos de Petersen generalizados,

concha, rueda, casco cerrado, rueda doble, flor, cilindro, el grafo total de un camino,

lotos dentro de un ćırculo y n-sartenes son todos grafos Zk-mágicos.

Keywords and Phrases: A-magic labeling, Zk-magic labeling, Zk-magic graph, generalized

Petersen graph, shell, wheel, closed helm, double wheel, flower, cylinder, total graph of a path,

lotus inside a circle, n-pan graph.

2010 AMS Mathematics Subject Classification: 05C78.
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1 Introduction

Graph labeling is currently an emerging area in the research of graph theory. A graph labeling

is an assignment of integers to vertices or edges or both subject to certain conditions. A detailed

survey was done by Gallian in [1]. If the labels of edges are distinct positive integers and for each

vertex v the sum of the labels of all edges incident with v is the same for every vertex v in the

given graph then the labeling is called a magic labeling. Sedláček [10] introduced the concept of

A-magic graphs. A graph with real-valued edge labeling such that distinct edges have distinct

non-negative labels and the sum of the labels of the edges incident to a particular vertex is same

for all vertices. Low and Lee [9] examined the A-magic property of the resulting graph obtained

from the product of two A-magic graphs. Shiu, Lam and Sun [12] proved that the product and

composition of A-magic graphs were also A-magic.

For any non-trivial Abelian group A under addition a graph G is said to be A-magic if there

exists a labeling f : E(G) → A−{0} such that, the vertex labeling f+ defined as f+(v) =
∑

f(uv)

taken over all edges uv incident at v is a constant. An A-magic graph G is said to be Zk-magic

graph if the group A is Zk, the group of integers modulo k. These Zk-magic graphs are referred

to as k-magic graphs. Shiu and Low [13] determined all positive integers k for which fans and

wheels have a Zk-magic labeling with a magic constant 0. Kavitha and Thirusangu [8] obtained

a Zk-magic labeling of two cycles with a common vertex. Motivated by the concept of A-magic

graph in [10] and the results in [9, 12, 13] Jeyanthi and Jeya Daisy [2, 3, 4, 5, 6, 7] proved that

some standard graphs admit Zk-magic labeling. We use the following definitions in the subsequent

section.

Definition 1.1. Let G1, G2, . . . , Gn, n ≥ 2, be copies of a graph G. Let vi ∈ V (Gi), i = 1, 2, . . . , n,

be the vertex corresponding to the vertex v ∈ V (G) in the ith copy of Gi. We denoted by P (n.Gv)

the graph obtained by adding the edge vivi+1, to Gi and Gi+1, 1 ≤ i ≤ n− 1, and we call P (n.Gv)

the path union of n copies of the graph G.

Note, that up to isomorphism, we obtain |V (G)| graphs P (n.Gv). This operation was defined

in [11].

Definition 1.2. A generalized Petersen graph P (n,m), n ≥ 3, 1 ≤ m < n
2 is a 3-regular graph

with the vertex set {ui, vi : i = 1, 2, . . . , n} and the edge set {uivi, uiui+1, vivi+m : i = 1, 2, . . . , n},

where the indices are taken over modulo n.

Definition 1.3. A shell graph Sn, n ≥ 4, is obtained by taking n− 3 concurrent chords in a cycle

Cn. The vertex at which all the chords are concurrent is called an apex.

Definition 1.4. A wheel graph Wn, n ≥ 3, is obtained by joining the vertices of a cycle Cn to an

extra vertex called the centre. The vertices of degree three are called rim vertices.
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Definition 1.5. A helm graph Hn, n ≥ 3, is obtained from a wheel Wn by adjoining a pendant

edge at each vertex of the wheel except the center.

Definition 1.6. A closed helm graph CHn, n ≥ 3, is obtained from a helm Hn by joining each

pendent vertex to form a cycle.

Definition 1.7. A double wheel graph DWn, n ≥ 3, is obtained by joining the vertices of two

cycles Cn to an extra vertex called the hub.

Definition 1.8. A flower graph Fln, n ≥ 3, is obtained from a helm Hn by joining each pendent

vertex to the central vertex of the helm.

Definition 1.9. A Cartesian product of a cycle Cn, n ≥ 3, and a path on two vertices is called a

cylinder graph Cn�P2.

Definition 1.10. A total graph T (G) is a graph with the vertex set V (G) ∪ E(G) in which two

vertices are adjacent whenever they are either adjacent or incident in G.

Definition 1.11. A lotus inside a circle LCn, n ≥ 3, is a graph obtained from a wheel Wn by

subdividing every edge forming the outer cycle and joining these new vertices to form a cycle.

Definition 1.12. An n-pan graph, n ≥ 3, is obtained by attaching a pendent edge to a vertex of a

cycle Cn.

2 Zk-Magic Labeling of Path Union of Graphs

In this section we prove that the graphs such as path union of cycle, generalized Petersen graph,

shell, wheel, closed helm, double wheel, flower, cylinder, total graph of a path, lotus inside a circle

and n-pan graph are Zk-magic graphs.

Let v be a vertex of a cycle Cr, r ≥ 3. According to the symmetry all P (n.Cv
r ) are isomorphic.

Thus we use the notation P (n.Cr).

Theorem 2.1. Let r ≥ 3 and n ≥ 2 be integers. The path union of a cycle P (n.Cr) is Zk-magic

for k ≥ 3 when r is odd.

Proof. Let the vertex set and the edge set of P (n.Cr) be V (P (n.Cr)) = {vji : 1 ≤ i ≤ r, 1 ≤ j ≤ n}

and E(P (n.Cr)) = {vji v
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vj1v

j+1
1 : 1 ≤ j ≤ n− 1}, where the index i

is taken over modulo r.

Let a, k be positive integers, k > 2a. Thus k ≥ 3.
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For r is odd, we define an edge labeling f : E(P (n.Cr)) → Zk − {0} as follows:

f(v1i v
1
i+1) = f(vni v

n
i+1) =

{

k − a, for i = 1, 3, . . . , r,

a, for i = 2, 4, . . . , r − 1,

f(vji v
j
i+1) =

{

k − 2a, for i = 1, 3, . . . , r, j = 2, 3, . . . , n− 1,

2a, for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(vj1v
j+1
1 ) = 2a, for j = 1, 2, . . . , n− 1.

Then the induced vertex labeling f+ : V (P (n.Cr)) → Zk is f+(v) ≡ 0 (mod k) for every vertex v

in V (P (n.Cr)).

An example of a Z10-magic labeling of P (4.C5) is shown in Figure 1.
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Figure 1: A Z10-magic labeling of P (4.C5).

Up to isomorphism there are two graphs obtained by attaching n copies of a generalized

Petersen graph P (r,m), r ≥ 3, 1 ≤ m ≤ r−1
2 to a path Pn to get a graph P (n.P (r,m)v). We deal

with the case when v is a vertex in the outer polygon of P (r,m).

Theorem 2.2. Let r ≥ 3, m ≤ r−1
2 and n ≥ 2 be positive integers. The path union of a generalized

Petersen graph P (n.P (r,m)v), where v is a vertex in the outer polygon of P (r,m), is Zk-magic

for k ≥ 5 when r is odd.

Proof. Let the vertex set and the edge set of P (n.P (r,m)v) be V (P (n.P (r,m)v)) = {uj
i , v

j
i : 1 ≤

i ≤ r, 1 ≤ j ≤ n} and E(P (n.P (r,m)v)) = {uj
iv

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

iu
j
i+1 : 1 ≤ i ≤ r, 1 ≤

j ≤ n} ∪ {uj
1u

j+1
1 : 1 ≤ j ≤ n − 1} ∪ {vji v

j
i+m : 1 ≤ i ≤ r, 1 ≤ j ≤ n}, where the index i is taken

over modulo r.

Let a, k be positive integers, k > 4a. Thus k ≥ 5.
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Define an edge labeling f : E(P (n.P (r,m)v)) → Zk − {0} as follows:

f(vji v
j
i+m) = a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(uj
iv

j
i ) = k − 2a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(u1
iu

1
i+1) =

{

k − a, for i = 1, 3, . . . , r,

3a, for i = 2, 4, . . . , r − 1,

f(uj
iu

j
i+1) = a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(vni v
n
i+m) =

{

k − a, for n is odd,

a, for n is even,

f(un
i v

n
i ) =

{

2a, for n is odd,

k − 2a, for n is even,

f(un
i u

n
i+1) =



















a, for i = 1, 3, . . . , r and n is odd,

k − 3a, for i = 2, 4, . . . , r − 1 and n is odd,

k − a, for i = 1, 3, . . . , r and n is even,

3a, for i = 2, 4, . . . , r − 1 and n is even,

f(uj
1u

j+1
1 ) =

{

4a, for j = 1, 3, . . . and j ≤ n− 1,

k − 4a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.P (r,m)v)) → Zk is f+(u) ≡ 0 (mod k) for all

u ∈ V (P (n.P (r,m)v)). Thus V (P (n.P (r,m)v)) is a Zk-magic graph.

An example of a Z15-magic labeling of P (5.P (5, 2)v) is shown in Figure 2.
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Figure 2: A Z15-magic labeling of P (5.P (5, 2)v).

Theorem 2.3. Let r ≥ 4 and n ≥ 2 be positive integers. The path union of a shell graph P (n.Sv
r ),

where v ∈ V (Sr) is the vertex of degree r − 1, is Zk-magic for k ≥ 2r − 3 when r is odd and for

k ≥ r − 1 when k is even.

Proof. Let the vertex set and the edge set of P (n.Sv
r ) be V (P (n.Sv

r )) = {vji : 1 ≤ i ≤ r, 1 ≤ j ≤ n}

and E(P (n.Sv
r )) = {vji v

j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vj1v

j
i : 3 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vj1v

j+1
1 : 1 ≤

j ≤ n− 1} with the index i taken over modulo r.
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We consider the following two cases according to the parity of r.

Case (i): when r is odd.

Let a, k be positive integers, k > 2(r − 2)a. Thus k ≥ 2r − 3.

Define an edge labeling f : E(P (n.Sv
r )) → Zk − {0} as follows:

f(v11v
1
i ) = 2a, for i = 3, 4, . . . , r − 1,

f(v11v
1
2) = f(v1rv

1
1) = a,

f(v1i v
1
i+1) = k − a, for i = 2, 3, . . . , r − 1,

f(vj1v
j+1
1 ) =

{

k − 2a(r − 2), for j = 1, 3, . . . and j ≤ n− 1,

2a(r − 2), for j = 2, 4, . . . and j ≤ n− 1,

f(vj1v
j
i ) = a, for i = 3, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(vji v
j
i+1) =

{

(r−3)a
2 , for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

k − (r−1)a
2 , for i = 3, 5, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(vj1v
j
2) = f(vjrv

j
1) = k − (r−3)a

2 , for j = 2, 3, . . . , n− 1,

f(vn1 v
n
i ) =

{

k − 2a, for i = 3, 4, . . . , r − 1 and n is odd,

2a, for i = 3, 4, . . . , r − 1 and n is even,

f(vn1 v
n
2 ) = f(vnr v

n
1 ) =

{

k − a, for n is odd,

a, for n is even,

f(vni v
n
i+1) =

{

a, for i = 2, 3, . . . , r − 1 and n is odd,

k − a, for i = 2, 3, . . . , r − 1 and n is even.

Then the induced vertex labeling f+ : V (p(n.Sv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.Sv
r )).

Case (ii): when r is even.

Let a, k be positive integers, k > (r − 2)a. Thus k ≥ r − 1.
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Define an edge labeling f : E(P (n.Sv
r )) → Zk − {0} in the following way.

f(v11v
1
i ) = a, for i = 3, 4, . . . , r − 1,

f(v11v
1
2) = k − a,

f(v1rv
1
1) = 2a,

f(v1i v
1
i+1) =

{

a, for i = 2, 4, . . . , r − 2,

k − 2a, for i = 3, 5, . . . , r − 1,

f(vj1v
j+1
1 ) =

{

k − a(r − 2), for j = 1, 3, . . . and j ≤ n− 1,

a(r − 2), for j = 2, 4, . . . and j ≤ n− 1,

f(vj1v
j
i ) =

k
2 , for i = 3, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(vji v
j
i+1) =











3k
4 , for i = 2, 3, . . . , r − 1, j = 2, 3, . . . , n− 1 and k ≡ 0 (mod 4),
3k+2

4 , for i = 2, 4, . . . , r − 2, j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),
3k−2

4 , for i = 3, 5, . . . , r − 1, j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),

f(vj1v
j
2) =

{

k
4 , for j = 2, 3, . . . , n− 1 and k ≡ 0 (mod 4),
k−2
4 , for j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),

f(vjrv
j
1) =

{

k
4 , for j = 2, 3, . . . , n− 1 and k ≡ 0 (mod 4),
k+2
4 , for j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),

f(vn1 v
n
i ) =

{

k − a, for i = 3, 4, . . . , r − 1 and n is odd,

a, for i = 3, 4, . . . , r − 1 and n is even,

f(vn1 v
n
2 ) =

{

a, for n is odd,

k − a, for n is even,

f(vnr v
n
1 ) =

{

k − 2a, for n is odd,

2a, for n is even,

f(vni v
n
i+1) =



















k − a, for i = 2, 4, . . . , r − 2 and n is odd

2a, for i = 3, 5, . . . , r − 1 and n is odd,

a, for i = 2, 4, . . . , r − 2 and n is even,

k − 2a, for i = 3, 5, . . . , r − 1 and n is even.

Then the induced vertex labeling f+ : V (P (n.Sv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.Sv
r )). Thus P (n.Sv

r ) is a Zk-magic graph for r is even.

An example of a Z11-magic labeling of P (3.Sv
7 ) is shown in Figure 3.

According to the symmetry of wheels there exist two non isomorphic graphs P (n.W v
r ). We

deal with the case when v is a rim vertex, that is a vertex of degree three in Wr.

Theorem 2.4. Let r ≥ 4 and n ≥ 2 be integers. The path union of a wheel graph P (n.W v
r ), where

v ∈ V (Wr) is a vertex of degree 3, is Zk-magic for k ≥ r when r is odd and for k ≥ 2r− 1 when r
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Figure 3: A Z11-magic labeling of P (3.Sv
7 ).

is even.

Proof. Let the vertex set and the edge set of P (n.W v
r ) be V (P (n.W v

r )) = {wj , v
j
i : 1 ≤ i ≤ r, 1 ≤

j ≤ n} and E(P (n.W v
r )) = {vji v

j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {wjv

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤

n} ∪ {uj
1u

j+1
1 : 1 ≤ j ≤ n− 1}, where the index i is taken over modulo r.

We consider the following two cases according to the parity of r.

Case (i): when r is odd.

Let a, k be positive integers, k > (r − 1)a. This implies k ≥ r.

Define an edge labeling f : E(P (n.W v
r )) → Zk − {0} as follows:

f(wjv
j
i ) = a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(wjv
j
1) = k − (r − 1)a, for j = 1, 2, . . . , n− 1,

f(v1i v
1
i+1) =

{

a, for i = 1, 3, . . . , r,

k − 2a, for i = 2, 4, . . . , r − 1,

f(vji v
j
i+1) =

{

(r−1)a
2 , for i = 1, 3, . . . , r, j = 2, 3, . . . , n− 1,

k − (r+1)a
2 , for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(wnv
n
1 ) =

{

(r − 1)a, for n is odd,

k − (r − 1)a, for n is even,

f(wnv
n
i ) =

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(vni v
n
i+1) =



















k − a, for i = 1, 3, . . . , r and n is odd,

2a, for i = 2, 4, . . . , r − 1 and n is odd,

a, for i = 1, 3, . . . , r and n is even,

k − 2a, for i = 2, 4, . . . , r − 1 and n is even,

f(vj1v
j+1
1 ) =

{

a(r − 3), for j = 1, 3, . . . and j ≤ n− 1,

k − a(r − 3), for j = 2, 4, . . . and j ≤ n− 1.

This means that for the induced vertex labeling f+ : V (P (n.W v
r )) → Zk is f+(u) ≡ 0 (mod k) for
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all u ∈ V (P (n.W v
r )).

Case (ii): when r is even.

Let a, k be positive integers, k > 2(r − 1)a.

Define an edge labeling f : E(P (n.W v
r )) → Zk − {0} in the following way.

f(w1v
j
1) = f(wnv

n
1 ) = k − (r − 1)a,

f(w1v
1
i ) = f(wnv

n
i ) = a, for i = 2, 3, . . . , r,

f(v1i v
1
i+1) = f(vni v

n
i+1) =

{

a, for i = 1, 3, . . . , r − 1,

k − 2a, for i = 2, 4, . . . , r,

f(wjv
j
1) = k − 2(r − 1)a, for j = 2, 3, . . . , n− 1,

f(wjv
j
i ) = 2a, for i = 2, 3, . . . , r, j = 2, 3, . . . , n− 1,

f(vji v
j
i+1) = k − a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(vj1v
j+1
1 ) = ra, for j = 1, 2, . . . , n− 1.

Then the induced vertex labeling f+ : V (P (n.W v
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.W v
r )). Hence f+ is constant that means P (n.W v

r ) admits a Zk-magic labeling.

An example of a Z12-magic labeling of P (3.W v
6 ) is shown in Figure 4.
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Figure 4: A Z12-magic labeling of P (3.W v
6 ).

In the next theorem we deal with the path union of a closed helm graph P (n.CHv
r ), where v

is a vertex of degree three in CHr.

Theorem 2.5. Let r ≥ 4 and n ≥ 2 be integers. The path union of a closed helm graph P (n.CHv
r ),

where v is a vertex of degree 3 in CHr, is Zk-magic for k ≥ r when r is odd and for even k ≥ r

when r is even.

Proof. Let the vertex set and the edge set of P (n.CHv
r ) be V (P (n.CHv

r )) = {wj , v
j
i , u

j
i : 1 ≤ i ≤

r, 1 ≤ j ≤ n} and E(P (n.CHv
r )) = {vji v

j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

iu
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤

n} ∪ {wjv
j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vji u

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

1u
j+1
1 : 1 ≤ j ≤ n − 1},

where the index i is taken over modulo r.
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Case (i): when r is odd.

Let a, k be positive integers, k > (r − 1)a. Thus k ≥ r.

Define an edge labeling f : E(P (n.CHv
r )) → Zk − {0} as follows:

f(wjv
j
1) = k − (r − 1)a, for j = 1, 2, . . . , n− 1,

f(wjv
j
i ) = a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(vji v
j
i+1) =

{

(r − 1)a, for i = 1, 3, . . . , r, j = 1, 2, . . . , n− 1,

k − (r − 1)a, for i = 2, 4, . . . , r − 1, j = 1, 2, . . . , n− 1,

f(u1
iu

1
i+1) =

{

(r − 1)a, for i = 1, 3, . . . , r,

k − (r − 2)a, for i = 2, 4, . . . , r − 1,

f(vji u
j
i ) = k − a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(vj1u
j
1) = k − (r − 1)a, for j = 1, 2, . . . , n− 1,

f(uj
iu

j
i+1) =

{

(r−1)a
2 , for i = 1, 3, . . . , r, j = 2, 3, . . . , n− 1,

k − (r−3)a
2 , for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(wnv
n
1 ) =

{

(r − 1)a, for n is odd,

k − (r − 1)a, for n is even,

f(wnv
n
i ) =,

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(vn1 u
n
1 ) =

{

(r − 1), for n is odd,

k − (r − 1)a, for n is even,

f(vni u
n
i ) =

{

a, for i = 2, 3, . . . , r and n is odd,

k − a, for i = 2, 3, . . . , r and n is even,

f(vni v
n
i+1) =



















k − (r − 1)a, for i = 1, 3, . . . , r and n is odd,

(r − 1)a, for i = 2, 4, . . . , r − 1 and n is odd,

(r − 1)a, for i = 1, 3, . . . , r and n is even,

k − (r − 1)a, for i = 2, 4, . . . , r − 1 and n is even,

f(un
i u

n
i+1) =



















k − (r − 1)a, for i = 1, 3, . . . , r and n is odd,

(r − 2)a, for i = 2, 4, . . . , r − 1 and n is odd,

(r − 1)a, for i = 1, 3, . . . , r and n is even,

k − (r − 2)a, for i = 2, 4, . . . , r − 1 and n is even,

f(uj
1u

j+1
1 ) =

{

k − (r − 1)a, for j = 1, 3, . . . and j ≤ n− 1,

(r − 1)a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.CHv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.CHv
r )).
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Case (ii): when r is even.

Let a be a positive integer and k > (r − 2)a be an even integer. Thus k ≥ r.

Define an edge labeling f : E(P (n.CHv
r )) → Zk − {0} such that

f(w1v
1
1) = k − (r − 1)a,

f(w1v
1
i ) = a, for i = 2, 3, . . . , r,

f(v1i v
1
i+1) =

{

(r − 1)a, for i = 1, 3, . . . , r − 1,

k − (r − 1)a, for i = 2, 4, . . . , r,

f(u1
iu

1
i+1) =

{

(r − 1)a, for i = 1, 3, . . . , r − 1,

k − (r − 2)a, for i = 2, 4, . . . , r − 1,

f(v11u
1
1) = (r − 1)a,

f(v1i u
1
i ) = k − a, for i = 2, 3, . . . , r,

f(wjv
j
i ) = f(vji u

j
i ) = f(vji v

j
i+1) =

k
2 , for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(uj
iu

j
i+1) =











k
4 , for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1 and k ≡ 0 (mod 4),
k−2
4 , for i = 1, 3, . . . , r − 1, j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),

k+2
4 , for i = 2, 4, . . . , r, j = 2, 3, . . . , n− 1 and k ≡ 2 (mod 4),

f(wnv
n
1 ) =

{

(r − 1)a, for n is odd,

k − (r − 1)a, for n is even,

f(wnv
n
i ) =

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(vn1 u
n
1 ) =

{

k − (r − 1)a, for n is odd,

(r − 1)a, for n is even,

f(vni u
n
i ) =

{

a, for i = 2, 3, . . . , r and n is odd,

k − a, for i = 2, 3, . . . , r and n is even,

f(vni v
n
i+1) =



















k − (r − 1)a, for i = 1, 3, . . . , r − 1 and n is odd,

(r − 1)a, for i = 2, 4, . . . , r and n is odd,

(r − 1)a, for i = 1, 3, . . . , r − 1 and n is even,

k − (r − 1)a, for i = 2, 4, . . . , r and n is even,

f(un
i u

n
i+1) =



















k − (r − 1)a, for i = 1, 3, . . . , r − 1 and n is odd,

(r − 2)a, for i = 2, 4, . . . , r and n is odd,

(r − 1)a, for i = 1, 3, . . . , r − 1 and n is even,

k − (r − 2)a, for i = 2, 4, . . . , r and n is even,

f(uj
1u

j+1
1 ) =

{

k − ra, for j = 1, 3, . . . and j ≤ n− 1,

ra, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.CHv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈
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V (P (n.CHv
r )). Hence f+ is constant equal to 0 (mod k). Therefore P (n.CHv

r ) is a Zk-magic

graph.

An example of a Z6-magic labeling of P (3.CHv
6 ) is shown in Figure 5.
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Figure 5: A Z12-magic labeling of P (3.CHv
6 ).

Theorem 2.6. Let r ≥ 3 and n ≥ 2 be integers. The path union of a double wheel graph

P (n.DW v
r ), where v ∈ V (DWr) is a vertex of degree 3, is Zk-magic for k ≥ 5 when r is odd.

Proof. Let the vertex set and the edge set of C(n.DW v
r ) be V (P (n.DW v

r )) = {vj , v
j
i , u

j
i : 1 ≤ i ≤

r, 1 ≤ j ≤ n} and E(P (n.DW v
r )) = {vjv

j
i , vju

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vji v

j
i+1 : 1 ≤ i ≤ r, 1 ≤

j ≤ n}∪{uj
iu

j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n}∪{uj

1u
j+1
1 : 1 ≤ j ≤ n− 1} with index i taken over modulo

r.

Let a, k be positive integers, k > 4a. Thus k ≥ 5.
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For r is odd we define an edge labeling f : E(P (n.DW v
r )) → Zk − {0} as follows:

f(vjv
j
i ) = 2a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(vju
j
i ) = k − 2a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(vji v
j
i+1) = k − a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(u1
iu

1
i+1) =

{

k − a, for i = 1, 3, . . . , r,

3a, for i = 2, 4, . . . , r − 1,

f(uj
iu

j
i+1) = a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(vnv
n
i ) =

{

k − 2a, for i = 1, 2, . . . , r and n is odd,

2a, for i = 1, 2, . . . , r and n is even,

f(vnu
n
i ) =

{

2a, for i = 1, 2, . . . , r and n is odd,

k − 2a, for i = 1, 2, . . . , r and n is even,

f(vni v
n
i+1) =

{

a, for i = 1, 2, . . . , r − 1 and n is odd,

k − a, for i = 1, 2, . . . , r − 1 and n is even,

f(vnr v
n
1 ) =

{

a, for n is odd,

k − a, for n is even,

f(un
i u

n
i+1) =



















a, for i = 1, 3, . . . , r and n is odd,

k − 3a, for i = 2, 4, . . . , r − 1 and n is odd,

k − a, for i = 1, 3, . . . , r and n is even,

3a, for i = 2, 4, . . . , r − 1 and n is even,

f(uj
1u

j+1
1 ) =

{

4a, for j = 1, 3, . . . and j ≤ n− 1,

k − 4a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.DW v
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.DW v
r )).

An example of a Z7-magic labeling of P (3.DW v
7 ) is shown in Figure 6.

Theorem 2.7. Let r ≥ 3 and n ≥ 2 be positive integers. The path union of a flower graph

P (n.F lvr ), where v ∈ V (Flr) is the vertex of degree 4, is Zk-magic for k ≥ 5 when r is odd and for

k ≥ 3 when k is even.

Proof. Let the vertex set and the edge set of P (n.F lvr ) be V (P (n.F lvr )) = {wj , v
j
i , u

j
i : 1 ≤ i ≤

r, 1 ≤ j ≤ n} and E(P (n.F lvr )) = {wjv
j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vji u

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤

n} ∪ {wju
j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vji v

j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vj1v

j+1
1 : 1 ≤ j ≤ n − 1},

with index i taken over modulo r.

Case (i): when r is odd.



CUBO
21, 2 (2019)

Zk-Magic Labeling of Path Union of Graphs 29
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Figure 6: A Z7-magic labeling of P (3.DW v
7 ).

Let a, k be positive integers, k > 4a. This means k ≥ 5.

Define an edge labeling f : E(P (n.F lvr )) → Zk − {0} as follows:

f(wjv
j
i ) = f(vji u

j
i ) = a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(uj
iwj) = k − a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(v1i v
1
i+1) =

{

a, for i = 1, 3, . . . , r,

k − 3a, for i = 2, 4, . . . , r − 1,

f(vji v
j
i+1) = k − a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(wnv
n
i ) = f(vni u

n
i ) =

{

k − a, for i = 1, 2, . . . , r and n is odd,

a, for i = 1, 2, . . . , r and n is even,

f(un
i wn) =

{

a, for i = 1, 2, . . . , r and n is odd,

k − a, for i = 1, 2, . . . , r and n is even,

f(vni v
n
i+1) =



















k − a, for i = 1, 3, . . . , r and n is odd,

3a, for i = 2, 4, . . . , r − 1 and n is odd,

a, for i = 1, 3, . . . , r and n is even,

k − 3a, for i = 2, 4, . . . , r − 1 and n is even,

f(vj1v
j+1
1 ) =

{

k − 4a, for j = 1, 3, . . . and j ≤ n− 1,

4a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.F lvr )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.F lvr )).

Case (ii): when r is even.

Let a, k be positive integers, k > 2a. Thus k ≥ 3.
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Define an edge labeling f : E(P (n.F lvr )) → Zk − {0} as follows:

f(w1v
1
1) = f(v11u

1
1) = 2a,

f(u1
1w1) = k − 2a,

f(vji v
j
i+1) = k − a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(wjv
j
i ) = f(vji u

j
i ) = a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(wju
j
i ) = k − a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(wnv
n
1 ) = f(vn1 u

n
1 ) =

{

k − 2a, for n is odd,

2a, for n is even,

f(wnu
n
1 ) =

{

2a, for n is odd,

k − 2a, for n is even,

f(wnv
n
i ) = f(vni u

n
i ) =

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(wnu
n
i ) =

{

a, for i = 2, 3, . . . , r and n is odd,

k − a, for i = 2, 3, . . . , r and n is even,

f(vni v
n
i+1) =

{

a, for i = 1, 2, . . . , r and n is odd,

k − a, for i = 1, 2, . . . , r and n is even,

f(vj1v
j+1
1 ) =

{

k − 2a, for j = 1, 3, . . . and j ≤ n− 1,

2a, for j = 2, 4, . . . and j ≤ n− 1.

The induced vertex labeling f+ : V (P (n.F lvr )) → Zk is f
+(u) ≡ 0 (mod k) for all u ∈ V (P (n.F lvr )).

An example of a Z10-magic labeling of P (4.F lv3) is shown in Figure 7.
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Figure 7: A Z10-magic labeling of P (4.F lv3).

Let v be a vertex of a cylinder graph Cr�P2, r ≥ 3. According to the symmetry all

P (n.(Cr�P2)
v) are isomorphic. Thus we use the notation P (n.(Cr�P2)).

Theorem 2.8. Let r ≥ 3, n ≥ 2 be integers. The path union of a cylinder graph P (n.(Cr�P2)) is

Zk-magic for k ≥ 5 when r is odd.
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Proof. Let the vertex set and the edge set of P (n.(Cr�P2)) be V (P (n.(Cr�P2))) = {vji , u
j
i : 1 ≤

i ≤ r, 1 ≤ j ≤ n} and E(P (n.(Cr�P2))) = {uj
iv

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

iu
j
i+1 : 1 ≤ i ≤ r, 1 ≤

j ≤ n} ∪ {vji v
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

1u
j+1
1 : 1 ≤ j ≤ n − 1}, with index i taken over

modulo r.

Let a, k be positive integers, k > 4a. Thus k ≥ 5.

For r odd we define an edge labeling f : E(P (n.(Cr�P2))) → Zk − {0} as follows:

f(vji u
j
i ) = k − 2a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(vji v
j
i+1) = a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(u1
iu

1
i+1) =

{

k − a, for i = 1, 3, . . . , r,

3a, for i = 2, 4, . . . , r − 1,

f(uj
iu

j
i+1) = a, for i = 1, 2, . . . , r, j = 2, 3, . . . , n− 1,

f(vni v
n
i+1) =

{

k − a, for n is odd,

a, for n is even,

f(vni u
n
i ) =

{

2a, for n is odd,

k − 2a, for n is even,

f(un
i u

n
i+1) =



















a, for i = 1, 3, . . . , r and n is odd,

k − 3a, for i = 2, 4, . . . , r − 1 and n is odd,

k − a, for i = 1, 3, . . . , r and n is even,

3a, for i = 2, 4, . . . , r − 1 and n is even,

f(uj
1u

j+1
1 ) =

{

4a, for j = 1, 3, . . . , j ≤ n− 1,

k − 4a, for j = 2, 4, . . . , j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.(Cr�P2))) → Zk is f+(v) ≡ 0 ≡ k for all v ∈

V (P (n.(Cr�P2))). Hence f+ is constant and is equal to 0 ≡ k.

An example of a Z9-magic labeling of P (3.(C7�P2)) is shown in Figure 8.
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Figure 8: A Z9-magic labeling of P (3.(C7�P2)
v).
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Theorem 2.9. Let r ≥ 5 and n ≥ 2 be positive integers. The path union of a total graph of a path

P (n.T (Pr)
v), where v ∈ V (T (Pr)) is a vertex of degree two, is Zk-magic for k ≥ 3.

Proof. Let the vertex set and the edge set of P (n.T (Pr)
v) be V (P (n.T (Pr)

v)) = {uj
i : 1 ≤ i ≤

r, 1 ≤ j ≤ n} ∪ {vji : 1 ≤ i ≤ r − 1, 1 ≤ j ≤ n} and E(P (n.T (Pr)
v)) = {uj

iu
j
i+1 : 1 ≤ i ≤ r − 1, 1 ≤

j ≤ n} ∪ {vji v
j
i+1 : 1 ≤ i ≤ r − 2, 1 ≤ j ≤ n} ∪ {uj

i+1v
j
i : 1 ≤ i ≤ r − 1, 1 ≤ j ≤ n} ∪ {uj

iv
j
i : 1 ≤ i ≤

r − 1, 1 ≤ j ≤ n} ∪ {uj
1u

j+1
1 : 1 ≤ j ≤ n− 1}.

We consider the following two cases according to the parity of r.

Case (i): when r is odd.

Let a, k be positive integers, k > 2a. Thus k ≥ 3.

Define an edge labeling f : E(P (n.T (Pr)
v)) → Zk − {0} as follows:

f(u1
iu

1
i+1) =

{

a, for i = 1, 3, . . . , r,

2a, for i = 2, 4, . . . , r − 3,

f(u1
r−1u

1
r) = f(v11v

1
2) = a,

f(v1i v
1
i+1) =

{

2a, for i = 3, 5, . . . , r,

a, for i = 2, 4, . . . , r − 1,

f(u1
1v

1
1) = a,

f(u1
2v

1
2) = k − a,

f(u1
i v

1
i ) = k − 2a, for i = 3, 4, . . . , r − 2,

f(u1
r−1v

1
r−1) = k − a,

f(v11u
1
2) = k − 2a,

f(v1i u
1
i+1) = k − a, for i = 2, 3, . . . , r − 1,

f(uj
1v

j
1) = f(uj

2v
j
1) = a, for j = 2, 3, . . . , n− 1,

f(uj
1u

j
2) = f(uj

r−1u
j
r) = k − a, for j = 2, 3, . . . , n− 1,

f(uj
iu

j
i+1) = k − 2a, for i = 2, 3, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(vji v
j
i+1) = k − 2a, for i = 1, 2, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(uj
iv

j
i ) = f(uj

i+1v
j
i ) = 2a, for i = 2, 3, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(uj
rv

j
r−1) = f(uj

r−1v
j
r−1) = a, for j = 2, 3, . . . , n− 1,
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f(un
r−1u

n
r ) =

{

k − a, for n is odd,

a, for n is even,

f(un
i u

n
i+1) =



















k − a, for i = 1, 3, . . . , r and n is odd,

k − 2a, for i = 2, 4, . . . , r − 3 and n is odd,

a, for i = 1, 3, . . . , r and n is even,

2a, for i = 2, 4, . . . , r − 3 and n is odd,

f(vn1 v
n
2 ) =

{

k − a, for n is odd,

a, for n is even,

f(vni v
n
i+1) =



















k − 2a, for i = 3, 5, . . . , r and n is odd,

k − a, for i = 2, 4, . . . , r − 1 and n is odd,

2a, for i = 3, 5, . . . , r and n is even,

a, for i = 2, 4, . . . , r − 1 and n is even,

f(un
1v

n
1 ) =

{

k − a, for n is odd,

a, for n is even,

f(un
2v

n
2 ) =

{

a, for n is odd,

k − a, for n is even,

f(un
i v

n
i ) =

{

2a, for i = 3, 4, . . . , r − 2 and n is odd,

k − 2a, for i = 3, 4, . . . , r − 2 and n is even,

f(un
r−1v

n
r−1) =

{

a, for n is odd,

k − a, for n is even,

f(vn1 u
n
2 ) =

{

2a, for n is odd,

k − 2a, for n is even,

f(vni u
n
i+1) =

{

a, for i = 2, 3, . . . , r − 1 and n is odd,

k − a, for i = 2, 3, . . . , r − 1 and n is even,

f(uj
1u

j+1
1 ) =

{

k − 2a, for j = 1, 3, . . . and j ≤ n− 1,

2a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.T (Pr)
v)) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.T (Pr)
v)).
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Case (ii): when r is even.

Let a, k be positive integers, k > 2a. Thus k ≥ 3.

Define an edge labeling f : E(P (n.T (Pr)
v)) → Zk − {0} as follows:

f(u1
iu

1
i+1) = f(v1i v

1
i+1) =

{

k − a, for i = 1, 3, . . . , r − 1,

k − 2a, for i = 2, 4, . . . , r,

f(v11u
1
1) = k − a,

f(v1i u
1
i ) = a, for i = 2, 3, . . . , r − 1,

f(v1i u
1
i+1) = 2a, for i = 1, 2, . . . , r − 2,

f(v1r−1u
1
r) = a,

f(uj
1v

j
1) = f(uj

2v
j
1) = a, for j = 2, 3, . . . , n− 1,

f(uj
1u

j
2) = f(uj

r−1u
j
r) = k − a, for j = 2, 3, . . . , n− 1,

f(uj
iu

j
i+1) = k − 2a, for i = 2, 3, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(vji v
j
i+1) = k − 2a, for i = 1, 2, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(uj
iv

j
i ) = f(uj

i+1v
j
i ) = 2a, for i = 2, 3, . . . , r − 2, j = 2, 3, . . . , n− 1,

f(uj
rv

j
r−1) = f(uj

r−1v
j
r−1) = a, for j = 2, 3, . . . , n− 1,

f(un
i u

n
i+1) = f(vni v

n
i+1) =



















a, for i = 1, 3, . . . , r − 1 and n is odd,

2a, for i = 2, 4, . . . , r and n is odd,

k − a, for i = 1, 3, . . . , r − 1 and n is even,

k − 2a, for i = 2, 4, . . . , r and n is even,

f(un
1v

n
1 ) =

{

a, for n is odd,

k − a, for n is even,

f(un
i v

n
i ) =

{

k − a, for i = 2, 3, . . . , r − 1 and n is odd,

a, for i = 2, 3, . . . , r − 1 and n is even,

f(vni u
n
i+1) =

{

k − 2a, for i = 1, 2, . . . , r − 2 and n is odd,

2a, for i = 1, 2, . . . , r − 2 and n is even,

f(vnr−1u
n
r ) =

{

k − a, for n is odd,

a, for n is even,

f(uj
1u

j+1
1 ) =

{

2a, for j = 1, 3, . . . and j ≤ n− 1,

k − 2a, for j = 2, 4, . . . and j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.T (Pr)
v)) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.T (Pr)
v)). Hence P (n.T (Pr)

v) is a Zk-magic graph.
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An example of a Z5-magic labeling of P (5.T (P6)
v) is shown in Figure 9.
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Figure 9: A Z5-magic labeling of P (5.T (P6)
v).

Theorem 2.10. Let r ≥ 3 and n ≥ 2 be integers. Let v is a vertex of degree 2 in LCr. The path

union of a lotus inside a circle graph P (n.LCv
r ), is Zk-magic for k ≥ r.

Proof. Let the vertex set and the edge set of P (n.LCv
r ) be V (P (n.LCv

r )) = {wj , v
j
i , u

j
i : 1 ≤ i ≤

r, 1 ≤ j ≤ n} and E(P (n.LCv
r )) = {wjv

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vjiu

j
i : 1 ≤ i ≤ r, 1 ≤ j ≤

n} ∪ {vji u
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

iu
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {uj

1u
j+1
1 : 1 ≤ j ≤ n− 1},

where the index i is taken over modulo r.

We consider the following two cases according to the parity of r.

Case (i): when r is odd.

Let a, k be positive integers, k > (r − 1)a. Thus k ≥ r.
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21, 2 (2019)

Define an edge labeling f : E(P (n.LCv
r )) → Zk − {0} in the following way.

f(wjv
j
1) = k − (r − 1)a, for j = 1, 2, . . . , n− 1,

f(wjv
j
i ) = a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(vj1u
j
1) = (r − 2)a, for j = 1, 2, . . . , n− 1,

f(vji u
j
i ) = k − 2a, for i = 2, 3, . . . , r, j = 1, 2, . . . , n− 1,

f(vji u
j
i+1) = a, for i = 1, 2, . . . , r, j = 1, 2, . . . , n− 1,

f(u1
iu

1
i+1) =

{

k − a, for i = 1, 3, . . . , r,

2a, for i = 2, 4, . . . , r − 1,

f(uj
iu

j
i+1) =

{

k − (r−1)a
2 , for i = 1, 3, . . . , r, j = 2, 3, . . . , n− 1,

(r+1)a
2 , for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(uj
1u

j+1
1 ) =

{

k − (r − 3)a, for j = 1, 3, . . . , j ≤ n− 1,

(r − 3)a, for j = 2, 4, . . . , j ≤ n− 1,

f(wnv
n
1 ) =

{

(r − 1)a, for n is odd,

k − (r − 1)a, for n is even,

f(wnv
n
i ) =

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(vn1 u
n
1 ) =

{

k − (r − 2)a, for n is odd,

(r − 2)a, for n is even,

f(vni u
n
i ) =

{

2a, for i = 2, 3, . . . , r and n is odd,

k − 2a, for i = 2, 3, . . . , r and n is even,

f(vni u
n
i+1) =

{

k − a, for i = 1, 2, . . . , r and n is odd,

a, for i = 1, 2, . . . , r and n is even,

f(un
i u

n
i+1) =



















a, for i = 1, 3, . . . , r and n is odd,

k − 2a, for i = 2, 4, . . . , r − 1 and n is odd,

k − a, for i = 1, 3, . . . , r and n is even,

2a, for i = 2, 4, . . . , r − 1 and n is even.

Then the induced vertex labeling f+ : V (P (n.LCv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈

V (P (n.LCv
r )).

Case (ii): when r is even.

Let a, k be positive integers, k > (r − 1)a. Thus k ≥ r.
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Define an edge labeling f : E(P (n.LCr)) → Zk − {0} as follows:

f(w1v
1
1) = k − (r − 1)a,

f(w1v
1
i ) = a, for i = 2, 3, . . . , r,

f(v11u
1
1) = (r − 2)a,

f(v1i u
1
i ) = k − 2, for i = 2, 3, . . . , r,

f(v1i u
1
i+1) = a, for i = 1, 2, . . . , r,

f(u1
iu

1
i+1) =

{

k − a, for i = 1, 3, . . . , r − 1,

2a, for i = 2, 4, . . . , r,

f(wjv
j
i ) =

{

a, for i = 1, 3, . . . , r − 1, j = 2, 3, . . . , n− 1,

k − a, for i = 2, 4, . . . , r, j = 2, 3, . . . , n− 1,

f(vji u
j
i ) =

{

k − 2a, for i = 1, 3, . . . , r − 1, j = 2, 3, . . . , n− 1,

k − a, for i = 2, 4, . . . , r, j = 2, 3, . . . , n− 1,

f(vji u
j
i+1) =

{

a, for i = 1, 3, . . . , r − 1, j = 1, 2, . . . , n− 1,

2a, for i = 2, 4, . . . , r, j = 1, 2, . . . , n− 1,

f(uj
iu

j
i+1) =

{

k − a, for i = 1, 3, . . . , r − 1, j = 2, 3, . . . , n− 1,

a, for i = 2, 4, . . . , r, j = 2, 3, . . . , n− 1,

f(wnv
n
1 ) =

{

(r − 1)a, for n is odd,

k − (r − 1)a, for n is even,

f(wnv
n
i ) =

{

k − a, for i = 2, 3, . . . , r and n is odd,

a, for i = 2, 3, . . . , r and n is even,

f(vn1 u
n
1 ) =

{

k − (r − 2)a, for n is odd,

(r − 2)a, for n is even,

f(vni u
n
i ) =

{

2a, for i = 2, 3, . . . , r and n is odd,

k − 2a, for i = 2, 3, . . . , r and n is even,

f(vni u
n
i+1) =

{

k − a, for i = 1, 2, . . . , r and n is odd,

a, for i = 1, 2, . . . , r and n is even,

f(un
i u

n
i+1) =



















a, for i = 1, 3, . . . , r − 1 and n is odd,

k − 2a, for i = 2, 4, . . . , r and n is odd,

k − a, for i = 1, 3, . . . , r − 1 and n is even,

2a, for i = 2, 4, . . . , r and n is even,

f(uj
1u

j+1
1 ) =

{

k − ra, for j = 1, 3, . . . , j ≤ n− 1,

ra, for j = 2, 4, . . . , j ≤ n− 1.

Then the induced vertex labeling f+ : V (P (n.LCv
r )) → Zk is f+(u) ≡ 0 (mod k) for all u ∈
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V (P (n.LCv
r )). Hence f+ is constant and is equal to ≡ 0 (mod k).

An example of a Z10-magic labeling of P (3.LCv
6 ) is shown in Figure 10.
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Figure 10: A Z10-magic labeling of P (3.LCv
6 ).

In the last theorem we deal with the path union of an r-pan graph P (n.(r-pan)v), where v is

a vertex of degree two in an r-pan graph.

Theorem 2.11. Let r ≥ 3, n ≥ 2 be integers. The path union of an r-pan graph P (n.(r-pan)v),

where v is a vertex of degree two in an r-pan graph, is Zk-magic for k ≥ 5 when r is odd.

Proof. Let v be a vertex of degree two in an r-pan graph. Let the vertex set and the edge set of

P (n.(r-pan)v) be V (P (n.(r-pan)v)) = {wj , v
j
i : 1 ≤ i ≤ r, 1 ≤ j ≤ n} and E(P (n.(r-pan)v)) =

{vji v
j
i+1 : 1 ≤ i ≤ r, 1 ≤ j ≤ n} ∪ {vj1wj : 1 ≤ j ≤ n} ∪ {wj

1w
j+1
1 : 1 ≤ j ≤ n− 1}, where the index

i is taken over modulo r.

Let a, k be positive integers, k > 2a. Thus k ≥ 5.

For r odd we define an edge labeling f : E(P (n.(r-pan)v)) → Zk − {0} as follows:

f(v1i v
1
i+1) = f(vni v

n
i+1) =

{

k − a, for i = 1, 3, . . . , r,

a, for i = 2, 4, . . . , r − 1,

f(vji v
j
i+1) =

{

k − 2a, for i = 1, 3, . . . , r, j = 2, 3, . . . , n− 1,

2a, for i = 2, 4, . . . , r − 1, j = 2, 3, . . . , n− 1,

f(v11w1) = f(vn1wn) = 2a,

f(vj1wj) = 4a, for j = 2, 3, . . . , n− 1,

f(wj
1w

j+1
1 ) = k − 2a, for j = 1, 2, . . . , n− 1.

Then the induced vertex labeling f+ : V (P (n.(r-pan)v)) → Zk is f+(u) ≡ 0 (mod k) for all

u ∈ V (P (n.(r-pan)v)). This means that P (n.(r-pan)v) is a Zk-magic graph.

An example of a Z9-magic labeling of P (4.(5-pan)v) is illustrated in Figure 11.
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Figure 11: A Z9-magic labeling of P (4.(5-pan)v).
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ABSTRACT

In this paper, we study slant submanifolds of a para-Kenmotsu manifold. We prove

that totally umbilical slant submanifold of a para-Kenmotsu manifold is either invariant

or anti-invariant or dimension of submanifold is 1 or the mean curvature vector H of

the submanifold lies in the invariant normal subbundle.

RESUMEN

En este paper estudiamos subvariedades inclinadas en variedades para-Kenmotsu. De-

mostramos que una subvariedad inclinada en una variedad para-Kenmotsu totalmente

umbilical es invariante, o anti-invariante, o una subvariedad de dimensión 1, o el vector

de curvatura media H de la subvariedad vive en el fibrado normal invariante.
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1 Introduction

The study of submanifolds of an almost contact manifold is one of the utmost interesting topics

in differential geometry. According to the behaviour of the tangent bundle of a submanifold

with respect to action of the almost contact structure φ of the ambient manifold, there are two

well known classes of submanifolds, namely, invariant and anti-invariant submanifolds. Chen [4],

introduced the notion of slant submanifolds of the almost Hermitian manifolds. The contact

version of slant submanifolds were given by Lotta [12]. Since then many research articles have

been appeared on the existence of different contact and lorentzian manifolds (See. [1, 3, 7, 14, 15]).

Motivated by the above studies, in the present paper we study slant submanifolds of almost

para-Kenmotsu manifold and give a classification of results. Also we prove that totally umbilical

slant submanifolds of para-Kenmotsu manifolds are totally geodesic.

The paper is organized as follows: In section 2, we review some basic concepts of para-Kenmotsu

manifold and submanifold theory. Section 3 is the main section of this paper. In this section we

give the classification result of totally umbilical slant submanifolds of para-Kenmotsu manifold.

Further, we prove that totally umbilical slant submanifolds of a para-Kenmotsu manifold are totally

geodesic.

2 Preliminaries

Let M̃ be a (2m+ 1)-dimensional smooth manifold, φ a tensor field of type (1, 1), ξ a vector field

and η a 1-form. We say that (φ, ξ, η) is an almost para contact structure on M̃ if [18]

φξ = 0, η ·φ = 0, rank(φ) = 2m, (2.1)

φ2 = I− η⊗ ξ, η(ξ) = 1. (2.2)

If an almost paracontact manifold admits a pseudo Riemannian metric g of signature (m + 1,m)

satisfying

g(φ·, φ·) = −g+ η⊗ η (2.3)

called almost para contact metric manifold. Examples of almost para contact metric structure are

given in [6] and [9].

Analogous to the definition of Kenmotsu manifold [10], Welyczko [17] introduced para-Kenmotsu

structure for three dimensional normal almost para contact metric structures. The similar notion

called p-Kenmotsu structure appears in the Sinha and Sai Prasad [16].

Definition 2.1. An almost para contact metric manifold M(φ, ξ, η, g) is para-Kenmotsu manifold

if the Levi-Civita connection ∇̃ of g satisfies

(∇̃Xφ)Y = g(φX, Y)ξ − η(Y)φX, (2.4)
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for any X, Y ∈ χ(M), (where χ(M) is the set of all differential vector fields on M).

From (2.4), we have

∇̃Xξ = X− η(X)ξ. (2.5)

Assume M is a submanifold of a para-Kenmotsu manifold M̃. Let g and ∇ be the induced

Riemannian metric and connections of M, respectively. Then the Gauss and Weingarten formulae

are given respectively, by

∇̃XY = ∇XY + σ(X, Y), (2.6)

∇̃XN = −ANX+∇⊥

XN, (2.7)

for all X, Y on TM and N ∈ T⊥M, where ∇⊥ is the normal connection and A is the shape operator

of M with respect to the unit normal vector N. The second fundamental form σ and the shape

operator A are related by:

g(σ(X, Y), N) = g(ANX, Y). (2.8)

Now for any X ∈ Γ(TM) and V ∈ Γ(T⊥M), we write

φX = PX+ FX, (2.9)

φV = pV + fV. (2.10)

For X, Y ∈ Γ(TM), it is easy to observe from (2.1) and (2.9) that

g(PX, Y) = −g(X, PY). (2.11)

The covariant derivatives of the endomorphisms φ, P and F are defined respectively as

(∇̃Xφ)Y = ∇̃XφY − φ∇̃XY, ∀X, Y ∈ Γ(TM̃), (2.12)

(∇̃XP)Y = ∇XPY − P∇XY, ∀X, Y ∈ Γ(TM), (2.13)

(∇̃XF)Y = ∇XFY − F∇XY, ∀X, Y ∈ Γ(TM). (2.14)

The structure vector field ξ has been considered to be tangential to M throughout this paper, else

M is simply anti-invariant [12]. Since ξ ∈ TM, for any X ∈ Γ(TM) by virtue of (2.5) and (2.6), we

have

∇Xξ = X− η(X)ξ and σ(X, ξ) = 0. (2.15)

Making use of (2.4), (2.6), (2.7), (2.9), (2.10) and (2.12)-(2.14), we obtain

(∇̃XP)Y = pσ(X, Y) +AFYX+ g(PX, Y)ξ − η(Y)PX, (2.16)

(∇̃XF)Y = fσ(X, Y) − σ(X, PY) − η(Y)FX. (2.17)

A submanifold M of an almost para contact metric manifold M̃ is said to be totally umbilical if

σ(X, Y) = g(X, Y)H, (2.18)

where H is the mean curvature vector of M. Further M is totally geodesic if σ(X, Y) = 0 and

minimal if H = 0.
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3 Slant submanifolds of an almost contact metric manifold

For any x ∈ M and X ∈ TxM such that X, ξ are linearly independent, the angle θ(x) ∈ [0, π
2
]

between φX and TxM is a constant θ, that is θ does not depend on the choice of X and x ∈ M. θ is

called the slant angle of M in M̃. Invariant and anti-invariant submanifolds are slant submanifolds

with slant angle θ equal to 0 and π
2
, respectively [5]. A slant submanifold which is neither invariant

nor anti-invariant is called a proper slant submanifold.

We mention the following results for later use.

Theorem 3.1. [1] Let M be a submanifold of an almost contact metric manifold M̃ such that

ξ ∈ TM. Then, M is slant if and only if there exists a constant λ ∈ [0, 1] such that

P2 = −λ(I− η⊗ ξ). (3.1)

Further more, if θ is the slant angle of M, then λ = cos2θ.

Corolary 1. [1] Let M be a slant submanifold of an almost contact metric manifold M̃ with slant

angle θ. Then, for any X, Y ∈ TM, we have

g(PX, PY) = −cos2θ(g(X, Y) − η(X)η(Y)), (3.2)

g(FX, FY) = −sin2θ(g(X, Y) − η(X)η(Y)). (3.3)

Theorem 3.2. Let M be a totally umbilical slant submanifold of a para-Kenmotsu manifold M̃.

Then either one of the following statements is true:

(i) M is invariant;

(ii) M is anti-invariant;

(iii) M is totally geodesic;

(iv) dimM= 1;

(v) If M is proper slant, then H ∈ Γ(µ);

where H is the mean curvature vector of M.

Proof. Suppose M is totally umbilical slant submanifold, then we have

σ(PX, PX) = g(PX, PX)H = cos2θ{−‖X‖2 + η2(X)}H.

By virtue of (2.6), one can get

cos2θ{−‖X‖2 + η2(X)}H = ∇̃PXPX−∇PXPX.

From (2.9), we have

cos2θ{−‖X‖2 + η2(X)}H = ∇̃PXφX− ∇̃PXFX−∇PXPX.
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Applying (2.7) and (2.12), we get

cos2θ{−‖X‖2 + η2(X)}H = (∇̃PXφ)X + φ∇̃PXX+ AFXPX−∇⊥

PXFX−∇PXPX.

Using (2.4) and (2.6), we obtain

cos2θ{−‖X‖2 + η2(X)}H = g(φPX,X)ξ − η(X)φPX+ φ(∇PXX+ σ(X, PX))

+AFXPX−∇⊥

PXFX −∇PXPX.

From (2.9), (2.11), (2.18) and the fact that X and PX are orthogonal vector fields on M, we arrive

at

cos2θ{−‖X‖2 + η2(X)}H = −g(PX, PX)ξ − η(X)P2X− η(X)FPX+ P∇PXX+ F∇PXX

+AFXPX−∇⊥

PXFX−∇PXPX.

Then applying (3.1) and (3.2), we obtain

cos2θ{−‖X‖2 + η2(X)}H = cos2θ{‖X‖2 − η2(X)}ξ + cos2θη(X){X− η(X)}ξ − η(X)FPX

+P∇PXX+ F∇PXX+AFXPX−∇⊥

PXFX−∇PXPX. (3.4)

Taking inner product with PX in (3.4), we get

0 = g(P∇PXX, PX) + g(AFXPX, PX) − g(∇PXPX, PX). (3.5)

By virtue of (3.2), the first term of (3.5) can be written as

g(P∇PXX, PX) = −cos2θ{g(∇PXX,X) − η(X)g(∇PXX, ξ)}. (3.6)

We simplify the third term of (3.5) as follows

g(∇PXPX, PX) = g(∇̃PXPX, PX) =
1

2
PXg(PX, PX).

=
1

2
PX[−cos2θ{(g(X,X) − η2(X))}]

= −
1

2
cos2θ[PXg(X,X) − P(X)(g(X, ξ)g(X, ξ))]

= −
1

2
cos2θ[PXg(X,X) − 2η(X)P(X)g(X, ξ)]

= −
1

2
cos2θ[2g(∇̃PXX,X) − 2η(X){g(∇̃PXX, ξ) + g(X, ∇̃PXξ)}].

Using (2.5), (2.6), (3.6) and the fact that X and PX are orthogonal vector fields on M, we derive

g(∇PXPX, PX) = −cos2θ[g(∇PXX,X) − η(X)g(∇PXX, ξ)

−η(X)g(X, PX − η(PX)ξ)]

= −cos2θ[g(∇PXX,X) − η(X)g(∇PXX, ξ)]

→ g(∇PXPX, PX) = g(P∇PXX, PX).
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Using this fact in (3.5), we obtain

0 = g(AFXPX, PX) = g(σ(PX, PX), FX).

As M is totally umbilical slant, then from (2.18) and (3.2), we obtain

0 = −cos2θ{‖X‖2 − η2(X)}g(H, FX). (3.7)

Thus from (3.7), we conclude that either θ = π
2
that is M is anti-invariant which part (ii) or the

vector field X is parallel to the structure vector field ξ, i.e., M is 1-dimensional submanifold which

is fourth part of the theorem or H ⊥ FX, for all X ∈ Γ(TM), i.e., H ∈ Γ(µ) which is the last part of

the theorem or H = 0, i.e., M is totally geodesic which is (iii) or FX = 0, i.e., M is invariant which

is part (i). This completes the proof of the theorem.

Theorem 3.3. Every totally umbilical proper slant submanifold of a para-Kenmotsu manifold is

totally geodesic.

Proof. Let M be a totally umbilical proper slant submanifold of a para-Kenmotsu manifold M̃,

then for any X, Y ∈ Γ(TM), we have

∇̃XφY − φ∇̃XY = g(φX, Y)ξ − η(Y)φX.

Using equations (2.6) and (2.9), we get

∇̃XPY + ∇̃XFY − φ(∇XY + σ(X, Y)) = g(PX, Y)ξ − η(Y)PX− η(Y)FX.

Again from (2.6), (2.7) and (2.9), we obtain

g(PX, Y)ξ − η(Y)PX− η(Y)FX = ∇XPY + σ(X, PY) − AFYX

+∇⊥

XFY − P∇XY − F∇XY − φσ(X, Y).

As M is totally umbilical, then

g(PX, Y)ξ − η(Y)PX− η(Y)FX = ∇XPY + g(X, PY)H− AFYX+∇⊥

XFY

−P∇XY − F∇XY − g(X, Y)φH. (3.8)

Taking the inner product with φH in (3.8) and from the fact that H ∈ Γ(µ), we obtain

g(∇⊥

XFY,φH) = −g(X, Y)‖H‖2.

Applying (2.7) and the property of Riemannian connection the above equation takes the form

g(FY,∇⊥

XφH) = g(X, Y)‖H‖2. (3.9)
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Now for any X ∈ Γ(TM), we have

∇̃XφH = (∇̃Xφ)H + φ∇̃XH.

Using the fact H ∈ Γ(µ) and by virtue of (2.4), (2.7) and (2.9), we obtain

−AφHX+∇⊥

XφH = −PAHX− FAHX+ φ∇⊥

XH. (3.10)

Also for any X ∈ Γ(TM), we have

g(∇⊥

XH, FX) = g(∇̃XH, FX) = −g(H, ∇̃XFX).

Using (2.9), we obtain

g(∇⊥

XH, FX) = −g(H, ∇̃XφX) + g(H, ∇̃XPX).

Further from (2.6) and (2.12), we derive

g(∇⊥

XH, FX) = −g(H, (∇̃Xφ)X) − g(H,φ∇̃XX) + g(H,σ(X, PX)).

Using (2.4) and (2.18), the first and last term of right hand side of the above equation are identically

zero and hence by (2.3), the second term gives

g(∇⊥

XH, FX) = g(φH, ∇̃XX).

Again by using (2.6) and (2.18), we obtain

g(∇⊥

XH, FX) = g(φH,H)‖X‖2 = 0.

This means that

∇⊥

XH ∈ Γ(µ). (3.11)

Now, taking the inner product in (3.10) with FY for any Y ∈ Γ(TM), we get

g(∇⊥

XφH, FY) = −g(FAHX, FY) + g(φ∇⊥

XH, FY).

Using (3.11) and from (3.3) and (3.9), we obtain

g(X, Y)‖H‖2 = sin2θ{g(AHX, Y) − η(Y)g(AHX, ξ)}. (3.12)

Hence by (2.8) and (2.18), the above equation reduces to

g(X, Y)‖H‖2 = sin2θ{g(X, Y)‖H‖2 − η(Y)g(σ(X, Y), H)}. (3.13)

Since for a para-Kenmotsu manifold M̃, σ(X, ξ) = 0 for any X tangent to M̃, thus we obtain

g(X, Y)‖H‖2 = sin2θ{g(X, Y)‖H‖2.

Therefore, the above equation can be written as

cos2θg(X, Y)‖H‖2 = 0. (3.14)

Since M is proper slant submanifold, thus from (3.14) we conclude that H = 0, i.e., M is totally

geodesic in M̃. This completes the proof.



48 M.S. Siddesha, C.S. Bagewadi and D. Nirmala CUBO
21, 2 (2019)

References

[1] A.M. Blaga, Invariant, anti-invariant and slant submanifolds of a para-Kenmotsu manifold,

BSG Proceedings, 24 (2017), 19-28.

[2] A.M. Blaga, Eta-Ricci solitons on para-Kenmotsu manifolds, Balkan Journal of Geometry

and Its Applications, 20(1) (2015), 1-13.

[3] J.L. Cabrerizo, A. Carriazo and L.M. Fernandez, Slant submanifolds in Sasakian manifolds,

Glasgow Math. J., 42 (2000), 125-138.

[4] B.Y. Chen, Slant immersions, Bull. Aust. Math. Soc., 41 (1990), 135-147.

[5] B.Y. Chen, Geometry of slant submanifolds, Katholieke Universiteit Leuven, (1990).

[6] P. Dacko and Z. Olszak, On weakly para-cosymplectic manifolds of dimension 3, J. Geom.

Phys., 57 (2007), 561-570.

[7] R.S. Gupta, S.M. Khursheed Haider and M.H. Shahid, Slant submanifolds of a Kenmotsu

manifold, Radovi Matematicki, Vol. 12 (2004), 205-214.

[8] R.S. Gupta and P.K. Pandey, Structure on a slant submanifold of a Kenmotsu manifold,

Differential Geometry - Dynamical Systems, 10 (2008), 139-147.

[9] S. Ivanov, D. Vassilev and S. Zamkovoy, Conformal paracontact curvature and the local flatness

theorem, Geom. Dedicata, 144 (2010), 79-100.

[10] K. Kenmotsu, A class of almost contact Riemannian manifolds, Tohoku Math. J., 24 (1972),

93-103.

[11] M.A. Khan, S. Uddin and K. Singh, A classification on totally umbilical proper slant and hemi-

slant submanifolds of a nearly trans-Sasakian manifold, Differential Geometry - Dynamical

Systems, 13 (2011), 117-127.

[12] A. Lotta, Slant submanifolds in contact geometry, Bull. Math. Soc. Roum., 39 (1996),

183-198.

[13] A. Lotta, Three dimensional slant submanifolds of K-contact manifolds, Balkan J. Geom.

Appl., 3(1) (1998), 37-51.

[14] M.S. Siddesha and C.S. Bagewadi, On slant submanifolds of (k, µ)-contact manifold, Differ-

ential Geometry-Dynamical Systems, 18 (2016), 123-131.

[15] M.S. Siddesha and C.S. Bagewadi, Semi-slant submanifolds of (k, µ)-contact manifold, Com-

mun. Fac. Sci. Univ. Ser. A1 Math. Stat., 67(2) (2017), 116-125.



CUBO
21, 2 (2019)

Totally umbilical proper slant submanifolds . . . 49

[16] B.B. Sinha and K.L. Sai Prasad, A class of almost para contact metric manifolds, Bull. Cal.

Math. Soc., 87 (1995), 307-312.

[17] J. Welyczko, Slant curves in 3-dimensional normal almost paracontact metric manifolds,

Mediterr. J. Math., DOI 10.1007/s00009-013-0361-2, 2013.

[18] S. Zamkovoy, Canonical connections on paracontact manifolds, Ann. Global Anal. Geom.,

36(1) (2008), 37-60.





CUBO A Mathematical Journal
Vol.21, No

¯ 02, (51–64). August 2019
http: // dx. doi. org/ 10. 4067/ S0719-06462019000200051

The perimeter of a flattened ellipse can be estimated
accurately even from Maclaurin’s series
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ABSTRACT

For the perimeter P (a, b) of an ellipse with the semi-axes a ≥ b ≥ 0 a sequence Qn(a, b)

is constructed such that the relative error of the approximation P (a, b) ≈ Qn(a, b)

satisfies the following inequalities

0 ≤ −
P (a, b)−Qn(a, b)

P (a, b)
≤

(1 − q2)n+1

(2n+ 1)2

≤
1

(2n+ 1)2
e−q2(n+1),

true for n ∈ N and q = b
a ∈ [0, 1].

RESUMEN

Para el peŕımetro P (a, b) de una elipse con semiejes a ≥ b ≥ 0, se construye una sucesión

Qn(a, b) tal que el error relativo de la aproximación P (a, b) ≈ Qn(a, b) satisface las

siguientes desigualdades

0 ≤ −
P (a, b)−Qn(a, b)

P (a, b)
≤

(1 − q2)n+1

(2n+ 1)2

≤
1

(2n+ 1)2
e−q2(n+1),

válidas para n ∈ N y q = b
a ∈ [0, 1].

Keywords and Phrases: approximation, elementary, ellipse, estimate, Maclaurin series, mathe-

matical validity, perimeter, simple.
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1 Introduction

Injective parametric equations of the border of an ellipse having semi-axes of lengths a and b ≤ a

are given as x = x(t) = a cos(t), y = y(t) = b sin(t), where t ∈ [0, 2π). Its perimeter P (a, b) is

determined as

P (a, b) =

∫ 2π

0

√

ẋ2(t) + ẏ2(t) dt = 4

∫ π
2

0

√

a2 sin2(t) + b2 cos2(t) dt

= 4a

∫ π
2

0

√

1− ǫ2 cos2(t) dt =
︷ ︸︸ ︷

t = π/2− τ

4a

∫ 0

π
2

√

1− ǫ2 sin2(τ)(− dτ).

Thus, the perimeter P (a, b) of an ellipse having semi-axes of lengths a and b ≤ a, is given as

P (a, b) = 4aE(ǫ), (1.1)

where

E(ǫ) :=

∫ π
2

0

√

1− ǫ2 sin2(τ) dτ (1.2)

is complete elliptic integral of the second kind and

ǫ :=

√

1−
(
b
a

)2
=

√

a2−b2

a2 ∈ [0, 1), (1.3)

is the eccentricity of an ellipse.

For b ≈ 0 it is intuitively evident that P (a, b) > 2 × 2a = 4a. Moreover, since the functions

ǫ 7→ 1 − ǫ2 sin2(τ) are decreasing on the interval [0, 1] for any τ ∈ [0, π/2], the function E(ǫ) is

decreasing too. Therefore, we have

1 =

∫ π
2

0

cos(τ) dτ = E(1) ≤ E(ǫ) ≤ E(0) =
π

2
,

for 0 ≤ ǫ ≤ 1. Consequently, due to (1.1),

inf
0<b≤a

P (a, b) = 4a < P (a, b) ≤ P (a, a) = 2aπ. (1.4)

The first exact formula for an ellipse perimeter was presented 277 years ago by Collin Maclaurin

[24], given as the sum of infinite series:

P (a, b) = 2πa
∞∑

k=0

(1
2

k

)2

(1 − 2k) ǫ2k (1.5)

= 2πa

∞∑

k=0

(
(2k)!

(2k k!)2

)2 (− ǫ2k
)

2k − 1

= 2πa

{

1−

∞∑

k=0

[
1

4k

(
2k

k

)]2
ǫ2k

2k − 1

}

,
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valid for 0 ≤ ǫ ≤ 1, where ǫ =
(
1 − b2/a2

)1/2
, called the eccentricity1 of an ellipse. This series

originates from the integral (1.2). Later, Ivory [13] discovered a faster converging series for the

integral (1.2), which was later significantly improved by Gauss and Kummer. Additionally, Gauss

developed very efficient, swiftly convergent method of arithmetic-geometric means for computation

of the integral (1.2), see [1]. Subsequently, a lot of approximations of the ellipse perimeter have

been found. For example, among them is very popular Ramanujan’s “extraordinarily unusual and

exotic” approximation [2]. Motivated by the Barnard–Pearce–Schovanec approximations [3] and

Villarino’s contribution on the accuracy of a Ramanujan’s approximation [29] and his paper [28],

we shall derive elementarily2 an asymptotic estimate of the ellipse perimeter, based on the oldest

Maclaurin series expansion. The result obtained surpasses most of the previous approximations.

2 Background

2.1 The binomial approximation

Using Taylor’s formula
(
see for example [15, p. 111] with x0 = 0, h = x and p = n

)
,

f(x) = f(0) +
n∑

i=1

f (i)(0)

i!
xi +

xn+1

n!

∫ 1

0

(1− t)n f (n+1)(t x) dt ,

(
true for a, b ∈ R, a < b, n ∈ N, x ∈ [a, b] and f ∈ Cn+1[a, b]

)
for the function f(x) ≡ (1 + x)

1
2 , we

obtain3

(1 + x)
1
2 =1 +

n∑

i=1

(1
2

i

)

xi

+ xn+1

∫ 1

0

(1− t)n
( 1

2

n+ 1

)

(n+ 1)(1 + tx)
1
2
−n−1 dt , (2.1)

valid for x ∈ (−1, 1] and n ∈ N.

Introducing wi, called the i-th Wallis ratio, for4 i ≥ 0,

wi :=

i∏

j=1

2j − 1

2j
=

(2i)!

4i(i!)2
=

1

4i

(
2i

i

)

, (2.2)

1We have ǫ =
√

1− q2, where q := b/a is called the aspect ratio of an ellipse.
2not using complex analysis and absolute and uniform convergence of a series, as was used, for example, in [18]
3considering the identity f(i)(x) ≡

( 1
2
i

)

(i!)(1 + x)
1
2
−i

4
∏n

j=m xj := 1, for m > n; consequently w0 = 1



54 Vito Lampret CUBO
21, 2 (2019)

we obtain

(1
2

i

)

=

∏i−1
j=0(

1
2 − j)

i!
= (−1)i−1 1

2i
·

∏i−1
j=1(2j − 1)
∏i

j=1 j

= (−1)i−1 1

2i− 1

i∏

j=1

2j − 1

2j
= (−1)i−1 wi

2i− 1
. (2.3)

Thus, thanks to (2.1), replacing x by −x, we get

(1− x)
1
2 = 1−

n∑

i=1

wi

2i− 1
xi + rn(x), (2.4)

with the remainder

rn(x) = −xn+1 wn+1

2n+ 1
(n+ 1)

∫ 1

0

(
1− t

1− tx

)n
dt

(1− tx)
1
2

,

estimated, for x ∈ (0, 1), as

0 < −rn(x) =
xn+1

(1 − x)
1
2

·
wn+1

2n+ 1
(n+ 1)

∫ 1

0

(
1− t

1− tx

)n

dt

<
wn+1

(1 − x)
3
2 (2n+ 1)

xn+1 . (2.5)

Indeed, using the substitution τ = 1−t
1−tx , i.e. t =

1−τ

1−τx we have (considering x ∈ (0, 1))

∫ 1

0

(
1− t

1− tx

)n

dt =

∫ 0

1

τ
n

(

−
1− x

(1− τx)2

)

dτ =

∫ 1

0

τ
n ·

1− x

(1− τx)2
dτ

<

∫ 1

0

τ
n ·

1− x

(1− x)2
dτ =

1

(1− x)(n+ 1)
.

2.2 Wallis ratios estimates

The integrals

In :=

∫ π
2

0

sinn(x) dx (n ≥ 0), (2.6)

satisfy the recurrence relation

In =
n− 1

n
In−2, for n ≥ 2,

where, obviously, we have I0 = π
2 and I1 = 1. Consequently, by induction we find

I2i =

i∏

j=1

2j − 1

2j
·
π

2
= wi ·

π

2
(2.7)
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and

I2i+1 =
i∏

j=1

2j

2j + 1
=

1

(2i+ 1)wi
. (2.8)

Obviously, we estimate

0 < sin2i+2(x) < sin2i+1(x) < sin2i(x) < 1,

for x ∈
(
0, π

2

)
and i ∈ N. Integrating, we obtain

0 < I2i+2 < I2i+1 < I2i < 1,

for all i ∈ N. Hence, thanks to (2.7)–(2.8), we get

2i+ 1

2i+ 2
wi ·

π

2
= wi+1 ·

π

2
<

1

(2i+ 1)wi
< wi ·

π

2
.

Consequently,
2

π
·

1

2i+ 1
< w2

i <
2

π
·

1

2i− 1
(i ∈ N). (2.9)

We remark that there exists a huge literature on useful, more accurate estimates for wn, e.g.

[4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16, 17, 19, 20, 21, 22, 23, 25, 26, 27, 31]. However, for our needs,

there suffice rather rough estimates (2.9).

2.3 Some logarithmic formula expansion

For p ≥ 1 and −1 < t < 1 we have

2

p−1
∑

j=0

t2j =

2(p−1)
∑

k=0

(
tk + (−t)k

)
=

2(p−1)
∑

k=0

tk +

2(p−1)
∑

k=0

(−t)k

=
1− t2p−1

1− t
+

1− (−t)2p−1

1 + t
.

Consequently, integrating from 0 to x ∈ (−1, 1), the first and the last part of these equalities, we

obtain

2

p−1
∑

j=0

x2j+1

2j + 1
=

∫ x

0

1

1− t
dt−

∫ x

0

t2p−1

1− t
dt+

∫ x

0

1

1 + t
dt+

∫ x

0

t2p−1

1 + t
dt

= − ln(1 − x) + ln(1 + x) −

∫ x

0

(
1

1− t
−

1

1 + t

)

t2p−1 dt

︸ ︷︷ ︸

=R∗

p(x)

.

Thus,

ln

(
1 + x

1− x

)

= 2

p
∑

i=1

x2i−1

2i− 1
+R∗

p(x), (2.10)
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with the remainder R∗
p(x),

R∗
p(x) :=

∫ x

0

2t2p

1− t2
dt ≥

∫ x

0

2t2p dt. (0 < x < 1),

estimated as
2x2p+1

2p+ 1
< R∗

p(x) <
2x2p+1

(1 − x2)(2p+ 1)
(p ∈ N, 0 < x < 1) (2.11)

From (2.10)–(2.11) we end up with the expansion

ln

(
1 + x

1− x

)

= 2

∞∑

i=1

x2i−1

2i− 1
, (2.12)

true for x ∈ (0, 1) and, consequently, also for x ∈ (−1, 0].

3 The Maclaurin series

3.1 Derivation

Referring to (2.4)–(2.5) and (2.6)–(2.7), we have, for any n ∈ N,

∫ π
2

0

√

1− ǫ2 sin2(τ)
︸ ︷︷ ︸

dτ =
π

2
−

n∑

i=1

wi ǫ
2i

2i− 1

∫ π
2

0

sin2i(τ) dτ+ r∗n(ǫ)

=
π

2
−

n∑

i=1

wi ǫ
2i

2i− 1

(

wi
π

2

)

+ r∗n(ǫ).

Hence
∫ π

2

0

√

1− ǫ2 sin2(τ) dτ =
π

2

(

1−

n∑

i=1

w2
i

2i− 1
ǫ2i

)

+ r∗n(ǫ), (3.1)

where wi is the i-th Wallis’ ratio and the error term r∗n(ǫ) :=
∫ π/2

0
rn
(
ǫ2 sin2(τ)

)
dτ is estimated,

due to (2.5) and considering (2.6)–(2.7), as

0 ≤ −r∗n(ǫ) ≤
ǫ2n+2

1− ǫ2
·
wn+1

2n+ 1

∫ π
2

0

sin2n+2(τ) dτ

=
ǫ2n+2 wn+1

(1 − ǫ2)(2n+ 1)
· wn+1

π

2
.

Thus, according to (2.9),

0 ≤ −rn(ǫ) ≤
π

2
·

1

1− ǫ2
·
w2

n+1

2n+ 1
ǫ2n+2 ≤

1

1− ǫ2
·

ǫ2n+2

(2n+ 1)2
. (3.2)

This estimate is not usable for ǫ ≈ 1, i.e. for b ≈ 0 (for a very flattened ellipse).
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As w2
n ≤ 1, we have lim

n→∞
rn(ǫ) = 0 for any ǫ < 1, which is always true for ordinary ellipse, due

to the equivalence ǫ = 1 ⇔ b = 0. Hence, there holds the so-called Maclaurin series expansion5

∫ π
2

0

√

1− ǫ2 sin2(τ) dτ =
π

2

(

1−

∞∑

i=1

w2
i

2i− 1
ǫ2i

)

, (3.3)

valid for 0 ≤ ǫ < 1. In addition, the series on the right is convergent also for ǫ = 1 due to (2.9).

Indeed, we have
w2

i

2i−1 < 1
i2 , which implies the convergence of the series

∑∞

i=1
w2

i

2i−1 .

Remark 3.1. About fifty years after Maclaurin’s book [24], including the series (3.3), Ivory pub-

lished article [13], where he presented the expansion

∫ π
2

0

√

1− ǫ2 sin2(τ) dτ =
π(a+ b)

4a

(

1 +
∞∑

i=1

w2
i

(2i− 1)2
λ2i

) (

λ =
a− b

a+ b

)

,

where the series on the right converges slightly faster than the series in (3.3).

Applying (2.9) for the partial sums

µn(ǫ) :=

n∑

i=1

w2
i

2i− 1
ǫ2i (n ∈ N ∪ {∞}), (3.4)

we shall estimate the series µ∞(ǫ) figuring in (3.3).

3.2 Approximating µ∞(ǫ)

Using (2.9) we estimate,

2

π(2i− 1)(2i+ 1)
<

w2
i

2i− 1
<

2

π(2i− 1)2
(i ∈ N) . (3.5)

Therefore

µ∞(ǫ) ≈

∞∑

i=1

2ǫ2i

π(2i − 1)(2i+ 1)
(0 ≤ ǫ < 1).

This idea produces the next theorem.

Theorem 3.2. We have

µ∞(ǫ) = Mn(ǫ) + δn(ǫ), (3.6)

where

Mn(ǫ) = A(ǫ) +Bn(ǫ), (3.7)

A(ǫ) :=
1

2π

[(

ǫ−
1

ǫ

)

ln
(1 + ǫ

1− ǫ

)

+ 2

]

∈
(
0, 1

π

)
, (3.8)

5The coefficients of the original Maclaurin series [24] have a visually more complicated form.
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Bn(ǫ) :=

n∑

i=1

(

w2
i −

2

π(2i+ 1)

)
ǫ2i

2i− 1
, (3.9)

and

0 < δn(ǫ) < δ∗n(ǫ) :=
2ǫ2n+2

π(2n+ 1)2
, (3.10)

valid for any integer n ≥ 1 and every 0 < ǫ < 1.

The basic function A(ǫ) is strictly increasing having the range
(
0, 1

π

)
, where lim

ǫ↓0
A(ǫ) = 0

and lim
ǫ↑1

A(ǫ) = 1
π . Both sequences, n 7→ Bn(ǫ) and n 7→ δn(ǫ), are strictly increasing, for every

ǫ ∈ (0, 1).

The sequence n 7→ Mn(ǫ) converges strictly increasingly to µ∞(ǫ), for any ǫ ∈ (0, 1). Addi-

tionally, for every n ∈ N, the functions ǫ 7→ Mn(ǫ) and ǫ 7→ δn(ǫ) are strictly increasing on the

interval (0, 1).

Figure 1 shows, on the left, the graph6 of the basic function A(ǫ), and, on the right, the graphs

of the functions M∗
1 (ǫ) and µ∞(ǫ). As an example, we present B∗

4(ǫ) and δ∗4(ǫ) as follows:

B∗
4(ǫ) =

(
1
4 − 2

3π

)
ǫ2 +

1

3

(
9
64 − 2

5π

)
ǫ4 +

1

5

(
25
256 − 2

7π

)
ǫ6 +

1

7

(
1225
16384 − 2

9π

)
ǫ8

≈ 0.037 793 409 ǫ2+ 0.004 433 682 ǫ4+ 0.001 342 114 ǫ6+ 0.000 576 077 ǫ8,

δ∗4(ǫ) ≤
2ǫ10

81π
≤ 0.00786 ǫ10

(

ǫ =

√

1−
(
b
a

)2
)

.
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Figure 1: The graph of the basic function A(ǫ) (left) and the graphs of the functions M1(ǫ), µ∞(ǫ)
and A(ǫ) (right).

Proof of Theorem 3.2. We have, for 0 < ǫ < 1,

∞∑

i=1

w2
i

ǫ2i

2i− 1
=

∞∑

i=1

2 ǫ2i

π(2i− 1)(2i+ 1)
(3.11)

+
n∑

i=1

(
w2

i

2i− 1
−

2

π(2i− 1)(2i+ 1)

)

ǫ2i + δn(ǫ),

6All the graphics and calculations in this paper are made using the Mathematica [30] computer system.



CUBO
21, 2 (2019)

The perimeter of a flattened ellipse can be estimated accurately . . . 59

where

δn(ǫ) =

∞∑

i=n+1

(

w2
i −

2

π(2i+ 1)

)
ǫ2i

2i− 1
. (3.12)

Moreover, using (2.12), we have

∞∑

i=1

2

π(2i− 1)(2i+ 1)
ǫ2i

=
1

π

∞∑

i=1

(
1

2i− 1
−

1

2i+ 1

)

ǫ2i

=
1

π

(

ǫ

2
· 2

∞∑

i=1

ǫ2i−1

2i− 1
−

1

2ǫ
· 2

∞∑

i=1

ǫ2i+1

2i+ 1

)

=
1

π

[
ǫ

2
ln
(1 + ǫ

1− ǫ

)

−
1

2ǫ

(

ln
(1 + ǫ

1− ǫ

)

− 2ǫ

)]

=
1

2π

[(

ǫ−
1

ǫ

)

ln
(1 + ǫ

1− ǫ

)

+ 2

]

= A(ǫ).

Concerning A(ǫ) = 1
2π

(
f(ǫ) + 2

)
, the function f(ǫ) :=

(
ǫ− 1

ǫ

)
ln
(

1+ǫ
1−ǫ

)

(0 < ǫ < 1) has the

derivative f ′(ǫ) = g(ǫ)/ǫ2, where g(ǫ) = (1 + ǫ2) ln
(

1+ǫ
1−ǫ

)

− 2ǫ, having the derivative

g′(ǫ) =
2ǫ

1− ǫ2

(

2ǫ+ (1 − ǫ2) ln

(
1 + ǫ

1− ǫ

))

> 0 (0 < ǫ < 1).

Thus, g is strictly increasing on [0, 1). Consequently, g(ǫ) > g(0) = 0, i.e. f ′(ǫ) > 0, for 0 < ǫ < 1.

Therefore, f is strictly increasing on (0, 1) too. Moreover, using (2.10)–(2.11) with p = 1, we have

f(ǫ) = ǫ2−1
ǫ · 2

(

ǫ+ ϑ · 2ǫ3

3(1−ǫ2)

)

= 2(ǫ2 − 1)
(

1 + ϑ · 2
1−ǫ2 · ǫ2

3

)

,

for some ϑ = ϑ(ǫ) ∈ (0, 1). Hence, lim
ǫ↓0

f(ǫ) = −2, i.e. lim
ǫ↓0

A(ǫ) = lim
ǫ↑1

1
2π

(
f(ǫ) + 2

)
= 0. In

addition, lim
ǫ↑1

f(ǫ) = lim
ǫ↑1

[
ǫ2−1

ǫ · 2 ln(1 + ǫ)
]

− 1
1 · lim

h↓0

(

− h ln(h)
)

= 0, where h = 1 − ǫ2. Thus,

lim
ǫ↑1

A(ǫ) = lim
ǫ↑1

1
2π

(
f(ǫ) + 2

)
= 1

π .

According to (3.5), all summands in Bn(ǫ) and δn(ǫ) (see (3.12)) are positive, i.e. the sequences

n 7→ Bn(ǫ) and n 7→ δn(ǫ) are strictly increasing; consequently the sequence n 7→ Mn(ǫ) is also

strictly increasing, for every ǫ ∈ (0, 1).

Since all coefficients of the power series Bn(ǫ) and δn(ǫ) (see (3.9) and (3.12)) are positive,

due to (3.5), the functions ǫ 7→ Mn(ǫ) and ǫ 7→ δn(ǫ) are strictly increasing on the interval (0, 1),

for any n ∈ N.

According to (3.12) and (3.5), we estimate, for ǫ ∈ (0, 1],

0 < δn(ǫ) <

∞∑

i=n+1

(
2

π(2i− 1)
−

2

π(2i+ 1)

)
ǫ2n+2

2n+ 1
=

2ǫ2n+2

π(2n+ 1)2
,
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using the telescoping method of summation.

Example 3.3. Theorem 3.2 is quite useful for an estimate of µ∞(ǫ), consequently for an esti-

mate of the perimeter of an ellipse. For example, for a very flattened ellipse with q = 0.01 we

have 0.99994 < ǫ(q) < 0.99995 where 0.36315 < M20(0.99995) < 0.36316 . . . and δ∗20(0.99995) <

0.00038. Therefore, 0.36315 < µ∞(0.99995) < 0.36316+0.00038 = 0.36354. Thus, to three decimal

places, we have µ∞(0.99995) = 0.363 . . . . Consequently, the perimeter P (a, b) of the corresponding

ellipse is given as P (a, b) = 4a · π
2

(
1 − µ∞(0.99995)

)
≈ 4a · π

2

(
1− 0.363

)
≈ 4.002 a (compare with

relations (1.4)).

Remark 3.4. Referring to Abel’s theorem on the boundary behavior of a power series, if we

continuously extend the domain of the function A(ǫ) to the closed interval [0, 1] by using limits,

A(0) := 0 and A(1) := 1
π , then (3.6), (3.7), (3.9) and (3.10) are all valid also for ǫ = 0 and ǫ = 1.

Remark 3.5. Alternatively, we can estimate the remainder r∗∗n (ǫ) := µ∞(ǫ)−Mn(ǫ) as follows:

r∗∗n (ǫ) ≤

∞∑

i=n+1

w2
i ǫ

2i

2i− 1
≤

w2
n+1ǫ

2n+2

2n+ 1

∞∑

j=0

ǫ2j

=
w2

n+1ǫ
2n+2

(2n+ 1)(1 − ǫ2)
≤

1

1− ǫ2
·

2ǫ2n+2

π(2n+ 1)2
.

This simple method works quite well for ǫ, which “differs enough from 1”, but it is useless for ǫ,

which is close to 1.

4 The main result

Theorem 4.1. For every n ∈ N, the perimeter P (a, b) of an ellipse having semi-major and semi-

minor axes, a and b, the aspect ratio q = q(a, b) := b/a, and the eccentricity ǫ = ǫ(a, b) :=
√

1− q2,

the n-th approximation Qn(a, b) ≈ P (a, b),

Qn(a, b) := 2πa
(

1−Mn

(
ǫ
))

= 2πa
(

1−A(ǫ)−Bn

(
ǫ
))

, (4.1)

has the relative error,

P (a, b)−Qn(a, b)

P (a, b)
=: ρn(q)

(

q = q(a, b) =
(
b
a

)2
)

,

estimated as

−
1

(2n+ 1)2
e−q2(n+1) ≤ −

(
1− q2

)n+1

(2n+ 1)2
=: ρ∗n(q) ≤ ρn(q) ≤ 0 .

Here, A(ǫ) and Bn

(
ǫ
)
are defined in Theorem 3.2 and we have Bn+1

(
ǫ
)
= Bn

(
ǫ
)
+
(

w2
n+1 −

2
π(2n+3)

)
ǫ2n+2

2n+1 ,

for n ∈ N and 0 ≤ ǫ ≤ 1.
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Proof. Thanks to (1.1), (1.2), (1.4) and (3.3), we estimate

−
P (a, b)−Qn(a, b)

P (a, b)
= −

2πa
(

1−Mn(ǫ)− δn(ǫ)
)

− 2πa
(

1−Mn(ǫ)
)

P (a, b)

(1.4)
<

2πa δn(ǫ)

4a
≤

π δn(ǫ)

2
<

π

2
·

2ǫ2n+2

π(2n+ 1)2
=

ǫ2n+2

(2n+ 1)2
,

where, considering the convexity of the exponential function or, referring to [16, (6a)] with ε = q2

and h = −q2 , we have

ǫ2n+2 = (1− q2)n+1 ≤ e−q2(n+1) (0 ≤ q < 1).

Figures 2–3 show, for several values of n, the graphs of actual relative errors −ρn(q) =
[
µ∞

(
ǫ(q)

)
−Mn

(
ǫ(q)

)]
/
[
1− µ∞

(
ǫ(q)

)]
(left) together with their upper bounds −ρ∗n(q) (right).
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Figure 2: The graphs of the functions q 7→ −ρ1(q) and q 7→ −ρ∗1(q).
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Figure 3: The graphs of the functions q 7→ −ρ9(q) and q 7→ −ρ∗9(q).

Table 1 additionally confirms the usefulness of the derived formula.

Conclusion. The article demonstrates that with the help of 277 years old Maclaurin series the

perimeter of an ellipse can be accurately estimated, even if an ellipse flattens into a line segment.

This is done only by elementary means, not using complex analysis or elliptical integral theory,

neither arithmetic-geometric means nor hypergeometric functions.
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q 0.00001 0.1 0.2 0.3 0, 4 0, 5

−ρ20(q) < 8·10−5 < 6·10−5 < 2·10−5 < 5·10−6 < 6·10−7 < 4·10−8

−ρ∗20(q) < 6·10−4 < 5·10−4 < 3·10−4 < 9·10−5 < 2·10−5 < 2·10−6

Table 1: The actual error ρ20(q) and the a priori estimated error ρ∗20(q).
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ABSTRACT

The objective of the study was to investigate a new notion of generalized trace pseudo-

spectrum for an matrix pencils. In particular, we prove many new interesting properties

of the generalized trace pseudo-spectrum. In addition, we show an analogue of the

spectral mapping theorem for the generalized trace pseudo-spectrum in the matrix

algebra.

RESUMEN

El objetivo de este estudio es investigar una nueva noción de pseudo-espectro traza ge-

neralizado para pinceles de matrices. En particular, demostramos variadas propiedades

nuevas e interesantes del pseudo-espectro traza generalizado. Adicionalmente, mostra-

mos un análogo del teorema espectral de aplicaciones para el pseudo-espectro traza

generalizado en el álgebra de matrices.
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1 Introduction

Let Mn(C) (Mn(R)) denote the algebra of all n× n complex (real) matrices, I denotes the

n×n identity matrix and the conjugate transpose of U is denoted by U∗. We denote by Tr, (resp.

Det) the trace (resp. determinant) map on Mn(C). In the present paper, we study the problem

of finding the eigenvalues of the generalized eigenvalue problem

Ux = λVx.

Next, let λ ∈ C and

sn(λV − U) ≤ . . . ≤ s2(λV − U) ≤ s1(λV − U)

be the singular values of the matrix pencils λV−U where s1(λV−U) is the smallest and sn(λV−U)

is largest singular values of the matrix pencil. Let U ,V ∈ Mn(C), then the set of all eigenvalues

of the matrix pencils of the form λV − U is denoted by σ(U ,V) and is defined as

σ(U ,V) =
{
λ ∈ C : λV − U is not invertible

}
,

and its spectral radius by

r(U ,V) = sup
{
|λ| : λ ∈ σ(U ,V)

}
.

For an n×n complex matrices U and V and a non-negative real number ε, the pseudo-spectrum

of the matrix pencils of the form λV −U is defined as the following closed set in the complex plane

σε(U ,V) =
{
λ ∈ C : sn(λV − U) ≤ ε

}
.

Let U ,V ∈ Mn(C) and 0 < ε < 1. The condition pseudo-spectrum of the matrix pencils

λV − U is denoted by Σε(U ,V) and is defined as

Σε(U ,V) =
{
λ ∈ C : sn(λV − U) ≤ ε s1(λV − U)

}
.

Let ε be a small positive number. For an operator U ,V ∈ Mn(C), recall that the determinant

spectrum of matrix pencils of the form λV − U is the set dε(U ,V) and is defined as

dε(U ,V) =
{
λ ∈ C : |det(λV − U)| ≤ ε

}
.

The analysis of eigenvalues and eigenvectors has had a great effect on mathematics, science,

engineering, and many other fields. Then, there are countless applications for this type of analysis.

The study of matrix pencils is by now a very thoughtful subject, with the notion of pseudospectrum

playing a key role in the theory. However, matrix pencils play an important role in numerical linear

algebra, perturbation theory, generalized eigenvalue problems. In this paper, we interest by a

generalization of eigenvalues called generalized trace pseudo-spectrum for an element in the matrix
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algebra to give more information about the matrix pencils of the form λV−U . For more information

on various details on the above concepts, properties and applications of pseudo-spectrum [2, 3, 6, 7,

9], condition spectrum [1, 4, 5] and determinant spectrum [8]. Now, we introduce the new concept

of the generalized trace pseudo-spectrum in the following definition.

Definition 1.1. For ε > 0, the generalized trace pseudo-spectrum of the matrix pencils of the form

λV − U ∈ Mn(C) is denoted by Trε(U ,V) and is defined as

Trε(U ,V) = σ(U ,V)
⋃

{
λ ∈ C : |Tr(λV − U)| ≤ ε

}
.

The generalized trace pseudoresolvent of the matrix pencils of the form λV − U is denoted by

Trρε(U ,V) and is defined as

Trρε(U ,V) = ρ(U ,V)
⋂

{
λ ∈ C : |Tr(λV − U)| > ε

}
.

The singular values of a the matrix pencil are important not only for their role in diagonaliza-

tion but also for their utility in a variety of applications. Since Trε(U ,V) use all the singular values

of λV −U to get defined, it is expected to give more information about U ,V than pseudo-spectrum

and condition spectrum. Since the definition use idea of ”Trace” the generalization of eigenvalues

defined above is named as generalized trace pseudo-spectrum. It is easily seen that the map

U → Tr(U)

is continuous linear functional. Here, some important properties of the trace of U ,B ∈ Mn(C) are

Tr(UB) = Tr(BU),

Tr(αU) = αTr(U) with α ∈ C,

Tr(U + B) = Tr(U) + Tr(B).

An outline of this paper is the following. In Section 2, we focuses on a new description of

the generalized trace pseudo-spectra. Not only do we give a characterization of the generalized

trace pseudo-spectrum in the matrix algebra. but also we investigate the connection between

generalized trace pseudo-spectrum and algebraic multiplicity of the eigenvalues. In Section 3, we

give an analogue of the spectral mapping theorem for the generalized trace pseudo-spectrum in

the matrix algebra.

2 Generalized trace pseudo-spectrum.

In this section, some relevant properties of the generalized trace pseudo-spectrum are dis-

cussed in detail. For U ,V ∈ Mn(C) and ε > 0, the generalized trace pseudo-spectrum of the

matrix pencils of the form λV − U is denoted by Trε(U ,V) and is defined as

Trε(U ,V) = σ(U ,V)
⋃ {

λ ∈ C : |Tr(λV − U)| ≤ ε
}
.
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The generalized trace pseudo-resolvent of the matrix pencils of the form λV − U is denoted by

Trρε(U ,V) and is defined as

Trρε(U ,V) = ρ(U ,V)
⋂{

λ ∈ C : |Tr(λV − U)| > ε
}

while the generalized trace pseudo-spectral radius of the matrix pencils of the form λV − U is

defined as

Trrε(U ,V) := sup
{
|λ| : λ ∈ Trε(U ,V)

}
.

Remark 2.1. Let U ,V ∈ Mn(C). Then, if V is nonsingular, then it is possible to reduce the

generalized trace pseudo-spectrum to a standard trace pseudo-spectrum for the matrices V−1U or

UV−1. i.e.

Trε(U ,V) = σ(V−1U , I)
⋃

{
λ ∈ C : |Tr(λ − V−1U)| ≤ ε

}
,

or

Trε(U ,V) = σ(UV−1, I)
⋃

{
λ ∈ C : |Tr(λ − UV−1)| ≤ ε

}
.

The following theorem gives some properties of the generalized trace pseudo-spectrum that

follow in a straightforward manner from the definition of the generalized trace pseudo-spectrum.

Theorem 2.1. Let U ,V ∈ Mn(C) and ε > 0. Then,

(i) Tr0(U ,V) =
⋂

ε>0

Trε(U ,V).

(ii) If 0 < ε1 < ε2, then Trε1
(U ,V) ⊂ Trε2

(U ,V).

(iii) Trε(U ,V) is a non-empty compact subset of C.

(iv) If α ∈ C and β ∈ C\{0}, then Trε(βU + αV ,V) = βTr ε
|β|

(U ,V) + α.

(v) Trε(αV ,V) =

{

λ ∈ C : |λ− α| ≤
ε

|Tr(V)|

}

for all λ, α ∈ C.

Proof. The proofs of items (i) and (ii) are clear from the definition of generalized trace pseudo-

spectrum.

(iii) Using the continuity from C to [0,∞[ of the map

λ → |Tr(λV − U)|,

we get that Trε(U ,V) is a compact set in the complex plane containing the eigenvalues of the

matrix pencils λV − U .
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(iv) In fact, it is well know

Trε(βU + αV ,V) =

{

λ ∈ C : |Tr(λV − βU − αV)| ≤ ε

}

=

{

λ ∈ C : |β|

∣

∣

∣

∣

Tr

(

λ − α

β
V − U

)∣

∣

∣

∣

≤ ε

}

=

{

λ ∈ C :

∣

∣

∣

∣

Tr

(

λ− α

β
V − U

)∣

∣

∣

∣

≤
ε

|β|

}

.

Then, λ ∈ Trε(βU + αV ,V). Thus,
λ − α

β
∈ Tr ε

|β|
(U ,V). Hence, λ ∈ βTr ε

|β|
(U ,V) + α.

(v) Let λ ∈ Trε(αV ,V), then

|Tr(λV − αV)| = |λ− α||Tr(V)| ≤ ε.

This means that Trε(αV ,V) =

{

λ ∈ C : |λ− α| ≤
ε

|Tr(V)|

}

for all λ, α ∈ C. Q.E.D.

Theorem 2.2. Let U ,V ∈ Mn(C) and ε > 0. Then,

(i) If U = ZBZ−1 and ZV = VZ for all nonsingular matrix Z ∈ Mn(C) we have,

Trε(U ,V) = Trε(B,V).

(ii) If U = ZBZ−1 and V = ZKZ−1 for all nonsingular matrix Z ∈ Mn(C) we have,

Trε(U ,V) = Trε(B,K).

(iii) The map T → Trε(U ,V) is an upper semi continuous function from Mn(C) to

compact subsets of C. ♦

Proof. (i) Let λ ∈ Trε(B,V), then

|Tr(λV − B)| = |Tr(λV − Z−1UZ)|,

= |Tr(λZ−1ZV − Z−1UZ)|

= |Tr(Z−1(λZV − UZ)|

= |Tr(Z−1(λV − U)Z | = |Tr(λV − U)| ≤ ε.

It follows that, λ ∈ Trε(U ,V).

The proofs of items (ii) and (iii) follows immediately from Definition 1.1. Q.E.D.

The following example shows that the converse of the assertion (i) is not true.
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Example 2.1. Let U =

(

1 2

0 1

)

, B =

(

1 0

0 1

)

and V =

(

0 0

0 1

)

. Then, U and B are not

similar and for ε > 0, we have

Trε(U ,V) = Trε(B,V) =
{
λ ∈ C : |λ− 2| ≤ ε

}
.

In the following, we obtain additional results on Trε(U ,V) that are useful in our analysis.

Theorem 2.3. Let U ,V ∈ Mn(C), λ ∈ C, and ε > 0. Then, there is D ∈ Mn(C) such that

|Tr(D)| ≤ ε and Tr(λV − U −D) = 0 if, and only if, λ ∈ Trε(U ,V). ♦

Proof. To see this, we suppose that there exists D ∈ Mn(C) such that |Tr(D)| ≤ ε and

Tr(λV − U −D) = 0.

Then,

|Tr(λV − U)| = |Tr(D)| ≤ ε.

Thus, λ ∈ Trε(U ,V). Conversely, let λ ∈ Trε(U ,V). Then, we will discuss these two cases:

1st case : If λ ∈ Tr0(U ,V), then it is sufficient to take (D = 0n×n).

2nd case : λ ∈ Trε(U ,V)\Tr0(U ,V). Then,

|Tr(λV − U)| ≤ ε.

Now, we consider

D =
Tr(λV − U)

n
I.

It is easy to verify that, D ∈ Mn(C) and

|Tr(D)| =

∣

∣

∣

∣

Tr

(

Tr(λV − U)

n
I

)
∣

∣

∣

∣

=
|Tr(λV − U)|

n
Tr(I) ≤ ε.

Also, we have

Tr(λV − U − D) = Tr

(

λV − U −
Tr(λV − U)

n
I

)

= 0.

Q.E.D.

Theorem 2.4. Let U ,V ∈ Mn(C) and ε > 0. Then,

Trδ(U ,V) +Θε ⊆ Trε+δ(U ,V), (1)

holds for δ, ε > 0 with Θε, denoting the closed disk in the complex plane centered at the origin with

radius ε
|Tr(V)|

. If we take δ = 0, we obtain an inner bound for Trε(U ,V), namely

Tr0(U ,V) +Θε ⊆ Trε(U ,V). (2)
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Proof. Let λ ∈ Trδ(U ,V) +Θε. Then, there exists there exists λ1 ∈ Trδ(U ,V) and λ2 ∈ Θε such

that λ = λ1 + λ2. Therefore,

|Tr(λ1V − U)| ≤ δ

and

|Tr(λV − U)| = |Tr((λ1 + λ2)V − U)|

= |Tr(λ2V) + Tr(λ1V − U)|

≤ |λ2||Tr(V)|+ |Tr(λ1V − U)|

≤ |Tr(V)||λ2|+ |Tr(λ1V − U)| ≤ ε+ δ,

so that (1) holds. Finally, let δ = 0, then the desired inclusion (2) is obtained. Q.E.D.

Theorem 2.5. Let U ,V ∈ Mn(C) such that UB = BU and ε > 0. If U is normal, then

Trε(U + B,V) ⊆ σ(U ,V) + Trε(B,V).

Proof. We assume that U is normal, so there exists a unitary matrix Z ∈ Mn(C) such that

Z∗UZ = λ1In1
⊕ λ2In2

⊕ . . .⊕ λkInk
.

The condition UB = BU implies that

Z∗BZ = U1 ⊕ U2 . . .⊕ Uk

where, Ui ∈ Mnk
(C), i = 1, . . . , k. Then,

Trε(U + B,V) = Trε(Z
∗UZ + Z∗BZ,V)

= Trε((λ1In1
+ U1)⊕ . . .⊕ (λkInk

+ Uk),V)

=

k
⋃

i=1

Trε(λiIni
+ Ui,V)

=

k
⋃

i=1

λi + Trε(Ui,V)

⊆ σ(U ,V) + Trε(B,V).

The proof is thus complete. Q.E.D.

Remark 2.2. Let U ,B and V ∈ Mn(C) and ε > 0. Then, using Theorem 2.5, we obtain the

following inequality,

Trrε(U + B,V) ⊆ r(U ,V) + Trrε(B,V).

♦
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Theorem 2.6. Let U ,B and V ∈ Mn(C) and ε > 0. Then,

(i) Trε(UB,V) = Trε(BU ,V).

(ii) Tr ε
2
(U ,V) + Tr ε

2
(B,V) ⊆ Trε(U + B,V).

Proof. (i) Let λ ∈ Trε(UB,V), then

ε ≥ |Tr(λV − UB)| = |Tr(λV) + Tr(−UB)|

= |Tr(λV) + Tr(−BU)|

= |Tr(λV − BU)|.

Hence, λ ∈ Trε(BU ,V). Thus,

Trε(UB,V) ⊆ Trε(BU ,V).

The conclusion can be obtained similarly to the first inclusion, then we deduce that

Trε(BU ,V) = Trε(UB,V).

(ii) Let λ ∈ Tr ε
2
(U ,V) + Tr ε

2
(B,V). Then, there exists

λ1 ∈ Tr ε
2
(U ,V) and λ1 ∈ Tr ε

2
(B,V)

such that λ = λ1 + λ2. Therefore,

Tr(λ1V − U) ≤
ε

2
and Tr(λ2V − B) ≤

ε

2
.

On the other hand,

|Tr(λV − U − B)| = |Tr(λ1V − U + λ2V − B)|

≤ |Tr(λ1V − U)| + |Tr(λ2V − B)|

≤ ε

Then, λ ∈ Trε(U + B,V). Q.E.D.

Theorem 2.7. Let U ,V ∈ Mn(C) and N ∈ Mn(C) is a nilpotent matrix and ε > 0. Then,

Trε(U +N ,V) = Trε(U ,V).

♦

Proof. " ⊆ " Let λ ∈ Trε(U +N ,V), then |Tr(λV − U −N )| ≤ ε. Since

|Tr(λV − U) − Tr(N )| ≤ ε.
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Using the fact that the matrix trace vanishes on nilpotent matrices, therefore

λ ∈ Trε(U ,V).

Hence,

Trε(U +N ,V) ⊆ Trε(U ,V).

" ⊇ " Let λ ∈ Trε(U ,V), then |Tr(λV − U)| ≤ ε. Now, we can write for any λ ∈ C

|Tr(λV − U)| = |Tr(λV − U −N +N )| = |Tr(λV − U −N ) + Tr(N )|.

Because, Tr(N ) = 0, it follows that |Tr(λV − U −N )| ≤ ε. Consequently,

Trε(U ,V) ⊆ Trε(U +N ,V).

Q.E.D.

3 Trace pseudospectral mapping Theorem

Let U ,V ∈ Mn(C) and f be an analytic function defined on D, an open set containing

Tr0(U ,V). For each ε > 0, we define

ϕ(ε) = sup
λ∈Trε(U,V)

|Tr
(

f(λ)V − f(U)
)

|

and suppose there exists ε0 > 0 such that Trε0
(f(U),V) ⊆ f(D). Then, for 0 < ε < ε0 we define

φ(ε) = sup

µ ∈ f−1(Trε(U ,V)) ∩D

|Tr(µV − U)|.

Lemma 3.1. Let U ,V ∈ Mn(C) and ε > 0, then ϕ(ε) and φ(ε) are well defined, lim
ε→0

ϕ(ε) = 0

and lim
ε→0

φ(ε) = 0.

Proof. In the order to prove that ϕ(ε) is well defined, we define h : C → R+

h(λ) = |Tr
(

f(λ)V − f(U)
)

|

Since h(λ) is continuous and Trε(U ,V) is a compact subset of C, then it is clear that

ϕ(ε) = sup
{
h(λ) : λ ∈ Trε(U ,V)

}
.

We conclude, ϕ(ε) is well defined. Now, let assume that there exists ε0 > 0 such that

Trε0
(f(U),V) ⊆ f(D).
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We show that for 0 < ε < ε0, φ(ε) is well defined. Define g : C → R+,

g(µ) = |Tr(µV − U)|.

Since g is continuous for all µ ∈ C, then φ(ε) is well defined. It is also clear that ϕ(ε) and φ(ε)

are a monotonically non-decreasing function, ϕ(ε) and φ(ε) goes to zero as ε goes to zero. Q.E.D.

Theorem 3.1. Let U ,V ∈ Mn(C) and let f be an analytic function defined on D, an open set

containing Tr0(U ,V). Then, for each

f(Trε(U ,V)) ⊆ Trϕ(ε)(f(U),V),

where ϕ(ε) defined above.

Proof. Let λ ∈ Trε(U ,V). Then, using Lemma 3.1 we obtain that ϕ(ε) is well defined and

lim
ε→0

ϕ(ε) = 0. Therefore, h(λ) ≤ ϕ(ε). Hence

|Tr
(

f(λ)V − f(U)
)

| := h(λ) ≤ ϕ(ε).

Thus, f(λ) ∈ Trϕ(ε)(f(U),V). This means that

f(Trε(U ,V)) ⊆ Trϕ(ε)(f(U),V).

Q.E.D.

Theorem 3.2. Let U ,V ∈ Mn(C) and let f be an analytic function defined on D, an open set

containing Tr0(U ,V). Then, for each

Trε(f(U),V) ⊆ f(Trφ(ε)(U ,V)).

where φ(ε) defined above.

Proof. Let λ ∈ Trε(f(U),V). Then, using Lemma 3.1 we obtain the existence of ε0 > 0 such that

Trε(f(U),V) ⊆ Trε0
(f(U),V) ⊆ f(D).

Consider µ ∈ D such that λ = f(µ). Then µ ∈ f−1(Trε(U ,V)), hence

g(µ) ≤ φ(ε).

Therefore,

|Tr
(

µV − U
)

| := g(µ) ≤ φ(ε)

Thus, µ ∈ Trφ(ε)(U ,V). Then, λ = f(µ) ∈ f(Trφ(ε)(U ,V)). This means that

Trε(f(U),V) ⊆ f(Trφ(ε)(U ,V)).

Q.E.D.
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Corollary 3.1. Combining the two inclusions in Theorems 3.1 and 3.2, we get

f(Trε(U ,V)) ⊆ Trϕ(ε)(f(U),V) ⊆ f(Trφ(ϕ(ε))(U ,V)

and

Trε(f(U),V) ⊆ f(Trφ(ε)(U ,V)) ⊆ Trϕ(φ(ε))(f(U),V).

Here are some remarks.

Remark 3.1. (i) It will be clear from the proofs of Theorems 3.1 and 3.2 that the the

functions ϕ and φ measure the sizes of the trace pseudo-spectra are optimal.

(ii) From the definitions of ϕ and φ, the set inclusions are sharp in the sense that the

functions cannot be replaced by smaller functions.

(iii) In general, the spectral mapping theorem is not true for generalized trace pseudo-spectrum.

Example 3.1. Let α,β ∈ C with α 6= β 6= 0 and let U =

(

α 1

0 β

)

, V =

(

2 0

0 0

)

and

f(λ) = λ2. Then f(U) =

(

α2 α+ β

0 β2

)

. A direct computation shows that

Trε(f(U),V) =
{
λ ∈ C : |2λ− α2| ≤ ε− β2

}
,

f(Trε(U ,V)) =
{
λ2 ∈ C : |2λ − α2| ≤ ε− β2

}
.

We can see for all ε > 0 that Trε(f(U),V) 6= f(Trε(U ,V)).
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ABSTRACT

We classify quasi-Sasakian 3-manifold with proper η-Ricci soliton and investigate its

geometrical properties. Certain results of Yamabe soliton on such manifold are also

presented. Finally, we construct an example of non-existence of proper η-Ricci soliton

on 3-dimensional quasi-Sasakian manifold to illustrate the results obtained in previous

section of the paper.

RESUMEN

Clasificamos 3-variedades cuasi-Sasakianas con solitones η-Ricci propios e investigamos

sus propiedades geométricas. Ciertos resultados sobre el solitón de Yamabe en dichas

variedades también se presentan. Finalmente, construimos un ejemplo de la no exis-

tencia de solitones η-Ricci propios en una 3-variedad cuasi-Sasakiana para ilustrar los

resultados contenidos en el art́ıculo.
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1 Introduction

In 1982, Hamilton [17] introduced the notion of Ricci flow to find a canonical metric on a smooth

manifold. The Ricci flow is an evolution equation for metric gij on a Riemannian manifold defined

as follows:
∂gij

∂t
= −2Rij, (1.1)

where Rij denotes the Ricci tensor of a Riemannian manifold and t is the time. Ricci soliton

are special solution of the Ricci flow equation (1.1) of the form gij = σ(t)Ψtgij with the initial

condition gij(0) = gij, where Ψt is the diffeomorphisms of M and σ(t) is the scaling function.

A Ricci soliton is a natural generalization of an Einstein metric. We recall the notion of Ricci

soliton according to [9]. On a Riemannian manifold M, a Ricci soliton is a triple (g, V, µ) with the

Riemannian metric g, a vector field V , called potential vector field, µ a real scalar and S is the

Ricci tensor such that

(LVg)(X, Y) + 2S(X, Y) + 2µg(X, Y) = 0, (1.2)

where LV is the Lie-derivative along the vector field V on M. It is clear that a Ricci soliton with V

zero or a Killing vector field reduces to an Einstein metric. A Ricci soliton is said to be shrinking,

steady and expanding according as µ is negative, zero and positive, respectively. The Ricci soliton

have been studied by several authors such as ([12],[18],[20],[28],[36]).

As a generalization of a Ricci soliton, the notion of η-Ricci soliton was introduced by Cho and

Kimura [10]. This notion has also been studied in [10] for Hopf hypersurfaces in complex-space-

forms. An η-Ricci soliton is a 4-tuple (g, V, µ, α), where V is a vector field on M, µ and α are real

constants and g is a Riemannian (or pseudo-Riemannian) metric satisfying the equation

(LVg)(X, Y) + 2S(X, Y) + 2µg(X, Y) + 2αη(X)η(Y) = 0, (1.3)

where S is the Ricci tensor associated to g. In particular, if α = 0 then the notion of an η-Ricci

soliton (g, V, µ, α) reduces to the notion of a Ricci soliton (g, V, µ). If α 6= 0, then the η-Ricci soliton

are known as the proper η-Ricci soliton.Thus the notion of η-Ricci soliton have been studied by

many authors like ([7],[8],[31],[32],[33]). The notion of Yamabe flow was introduced by Richard

Hamilton at the same time as the Ricci flow [17], as a tool for constructing metrics of constant

scalar curvature in a given conformal class of Riemannian metrics on (Mn, g)(n ≥ 3). A time-

dependent metric g(·, t) on a Riemannian or, pseudo Riemannian manifold M is said to evolve by

the Yamabe flow if the metric g satisfies

∂g(t)

∂t
= −κg(t), g(0) = g0, (1.4)

on M, where κ is the scalar curvature correspond to g. Ye [35] has found that a point-wise elliptic

gradient estimate for the Yamabe flow on a locally conformally flat compact Riemannian manifold.

In case of Ricci flow, Yamabe soliton or the singularities of the Yamabe flow appear naturally.
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The significance of Yamabe flow lies in the fact that it is a natural geometric deformation to metric

of constant scalar curvature. One notes that Yamabe flow corresponds to the fast diffusion case of

the porous medium equation (the plasma equation) in mathematical physics. In dimension n = 2,

the Yamabe flow is equivalent to the Ricci flow (defined by ∂
∂t
g(t) = −2α(t), where α stands for

the Ricci tensor). However in dimension n > 2, the Yamabe and Ricci flow do not agree, since

the first one preserves the conformal class of metric but the Ricci flow does not in general. Just

as Ricci soliton is a special solution of the Ricci flow, a Yamabe soliton is a special solution of

the Yamabe flow that moves by one parameter family of diffeomorphism φt generated by a fixed

vector field V on M , and homotheries, that is, g(., t) = σ(t)φ∗(t)g0.

A Yamabe soliton is defined on a Riemannian or, pseudo-Riemannian manifold (M,g) by a vector

field V satisfying the equation [6]:

1

2
(LVg)(X, Y) = (κ − λ)g(X, Y), (1.5)

where LV denotes the Lie-derivative of the metric g along the vector field V, κ stands for the scalar

curvature, while λ is a soliton constant. A Yamabe soliton is said to be expanding, steady, or

shrinking, respectively, if λ < 0, λ = 0 or λ > 0. Otherwise, it will be called indefinite. Given

a Yamabe soliton, if V = Df holds for a smooth function f : M → ℜ on M, the equation (1.5)

becomes Hess f = (r − λ)g, where Hess f denotes the Hessian of f and D denotes the gradient

operator of g on Mn. In this case f is called the potential function of the Yamabe soliton and g

is said to be a gradient Yamabe soliton.

The notion of quasi-Sasakian structure was introduced by Blair [4] to unify Sasakian and cosym-

plectic structures. Tanno [30] also added some remarks on quasi-Sasakian structure.The properties

of such manifold have been studied by several authors,viz., Gonzalez and Chinea [16], Kanemaki

[21] and Oubina [26]. Kim [22] studied quasi-Sasakian manifold and proved that fibred Rieman-

nian spaces with invariant fibers normal to the structure vector field do not admit nearly Sasakian

or contact structure but a Sasakian or cosymplectic structure. Recently, quasi-Sasakian mani-

fold have been the subject of growing interest in view of finding the significant of applications

to physics, in particular to supargravity and magmatic theory ([3],[1]). Quasi-Sasakian structure

have wide application in the mathematical analysis of string theory ([2],[14]). On a 3-dimensional

quasi-Sasakian manifold, the structure function β was defined by Olszak [27] and with the help of

this function he has obtained necessary and sufficient conditions for the manifold to be conformally

flat [25]. Next he has proved that if the manifold is additionally conformally flat with β=constant,

then (a) it is locally a product of R and a two-dimensional Kaehlerian space of constant Gauss

curvature ( the cosymplectic case), or, (b) it is constant positive curvature ( the non-cosymplectic

case, here the quasi-Sasakian structure is homothetic to a Sasakian structure).

Now, we give some necessary definition and proposition that are uses in latter section.

Definition1.1[6] A vector field V is said to be conformal for Yamabe soliton if it satisfying the
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equation

LVg = 2ωg, (1.6)

where ω is called the conformal coefficient, that is, ω = (κ− λ). Moreover, if ω = 0, is equivalent

to V being Killing.

Definition1.2[8] A vector field X on an almost contact Riemannian manifold M is said to be

infinitesimal transformation if there exists a smooth function υ on M such that

(LXη)(Y) = υη(Y), (1.7)

for every smooth vector field X and Y. If υ = 0 then X is called a strict infinitesimal transformation.

Proposition1.1[34]On an n-dimensional Riemannian or, pseudo Riemannian manifold (Mn, g)

endowed with a conformal vector field V, we have

(LVS)(X, Y) = −(n− 2)g(∇XDω, Y) + (∆ω)g(X, Y),

(LVκ) = −2ωκ + 2(n − 1)∆ω,

for any vector fields X and Y, where D denotes the gradient operator and ∆ = −divD denotes the

Laplacan operator of g.

The outline of this paper is to consider 3-dimensional quasi-Sasakian manifold with the structure

function β is constant. In Section 2, we recall the basic results of η-Ricci soliton on quasi-Sasakian

3-manifold. In Section 3 and Section 4, we examine the η-Ricci soliton on quasi-Sasakian 3-manifold

admitting codazzi type and cyclic parallel Ricci tensor, respectively. Further, the Section 5, Section

6 and Section 7, deals with an almost pseudo Ricci symmetric, ϕ-Ricci symmetric and conformally

flat with η-Ricci soliton on quasi-Ssakian 3- manifold respectively. The geometrical properties

of a special weakly Ricci symmetric and η-recurrent on quasi-Sasakian 3-manifold are studied in

Section 8 and Section 9, respectively. In Section 10, we deals quasi-Sasakian 3-manifolds with

Q · R = 0 and obtain new results for η-Ricci soliton on such manifold. In Section 11, we deduce

some results related to Yamabe soliton on quasi-Sasakian 3-manifold. At last, we construct an

example of non-existence of proper η-Ricci soliton on quasi-Sasakian 3-manifold.

2 Preliminaries

Let M be a (2n + 1)-dimensional an almost contact metric manifold equipped with an almost

contact metric structure (ϕ, ζ, η, g) consisting of a (1, 1) tensor field ϕ, a vector field ζ, a 1-form

η and a Riemannian metric g, which satisfies

ϕ2 = −I+ η⊗ ζ, (2.1)
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η(ζ) = 1, η ◦ ζ = 0, ϕζ = 0, (2.2)

g(ϕU,ϕV) = g(U,V) − η(U)η(V), η(U) = g(U, ζ), (2.3)

for all U,V ∈ χ(M), whereχ(M) is the Lie-algebra of the vector fields of M2n+1. Let Φ be the

fundamental 2-form of M2n+1 defined by

Φ(U,V) = g(U,ϕV), (2.4)

for all U,V ∈ χ(M). Then Φ(U, ζ) = 0, U ∈ χ(M). M2n+1 is said to be quasi-Sasakian if the

almost contact structure (ϕ, ζ, η, g) is normal and the fundamental 2-form Φ is closed, that is,

every U,V ∈ ℑ2n+1, where ℑ2n+1 denotes the modulus of vector fields on M2n+1.

(i) [ϕ,ϕ](U,V) + dη(U,V)ζ = 0, (ii) dΦ = 0. (2.5)

There are many types of quasi-Sasakian structures ranging from the cosymplectic case, dη =

0(rankη = 1), to the Sasakian case, η∧ (dη)n 6= 0 (rankη = 2n + 1,Φ = dη). The 1-form η has

rank r = 2p if (dη)p 6= 0 and η∧(dη)p=0, and has rank r=2p+1 if (dη)p+1=0 and η∧(dη)p 6= 0.

We also say that r is the rank of the quasi-Sasakian structure. Blair [7], proved that there are no

quasi-Sasakian structure of even rank, some theorems regarding Kaehlerian manifolds and existence

of quasi-Sasakian manifold.

An almost contact metric manifold M2n+1 is a 3-dimensional quasi-Sasakian manifold if and only

if [27]

∇Uζ = −βϕU, U ∈ χ(M), (2.6)

for a certain function β on M, such that ζβ = 0, ∇ being the operator of the covariant differen-

tiation with respect to the Levi-Civita connection on M. Clearly, such a quasi-Sasakian manifold

is cosymplectic if and only if β = 0. Here we have shown that the assumption ζβ = 0 is not

necessary.

As per consequence (2.6), we find that [27]

(∇Uϕ)(V) = β[g(U,V)ζ − η(V)U]. (2.7)

In view of (2.6) and (2.7), we obtain

∇U(∇Vζ) = −(Uβ)ϕV − β2[g(U,V)ζ− η(V)U] − βϕ∇UV. (2.8)

This implies that

R(U,V)ζ = −(Uβ)ϕV + (Vβ)ϕU+ β2[η(V)U− η(U)V ]. (2.9)

Thus from (2.9), we get
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R(U,V,W, ζ) = (Uβ)g(ϕV,W) − (Vβ)g(ϕU,W) − β2[η(V)g(U,W) − η(U)g(V,W)]. (2.10)

Substituting U = ζ in (2.10), we have

R(ζ, V,W, ζ) = β2[g(V,W) − η(V)η(W)] + g(ϕV,W)ζβ. (2.11)

Interchanging V and W of (2.11) it yields

R(ζ,W,V, ζ) = β2[g(W,V) − η(W)η(V)] + g(ϕW,V)ζβ. (2.12)

Since R(ζ, V,W, ζ) = R(W,ζ, ζ, V) = R(ζ,W,V, ζ). Then from (2.11) and(2.12), we obtain

[g(ϕV,W) − g(ϕW,V)]ζβ = 0. (2.13)

Therefore, we can easily verify that ζβ = 0.

In a 3-dimensional Riemannian manifold we have

R(U,V)W = {S(V,W)U− S(U,W)V + g(V,W)QU− g(U,W)QV}

−
κ

2
{g(V,W)U− g(U,W)V}, (2.14)

where S and κ are the Ricci tensor and the scalar curvature, respectively, and Q denotes the Ricci

operator defined by g(QU,V) = S(U,V).

It is well known that the Ricci tensor S of a quasi-Sasakian 3-manifold is given by [28]

S(U,V) =
[κ

2
− β2

]

g(U,V) +
[

3β2 −
κ

2

]

η(U)η(V). (2.15)

As a consequence of (2.15), we find the Ricci operator Q

QU =
[κ

2
− β2

]

U+
[

3β2 −
κ

2

]

η(U)ζ. (2.16)

From (2.15), we obtain

S(U, ζ) = 2β2η(U). (2.17)

Keeping in mind the Equ.(2.12),(2.13),(2.14) and (2.15), we have

R(U,V)ζ = β2[η(V)U− η(U)V ], (2.18)

for all U,V,∈ χ(M). Also from (2.6), we have

(∇Uη)V = g(∇Uζ, V) = −βg(ϕU,V). (2.19)

Again from (2.15), it follows that

S(ϕU,ϕV) = S(U,V) − 2β2η(U)η(V). (2.20)
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Proposition 2.1. A 3-dimensional non-cosymplectic quasi-Sasakian manifold with η-Ricci soliton

is an η-Einstein manifold.

Proof. Assume that the quasi-Sasakian 3-manifold admits a proper η-Ricci soliton (g, ζ, µ, α).

Then from (1.3), we have

2S(U,V) = −(Lζg)(U,V) − 2µg(U,V) − 2αη(U)η(V), (2.21)

for all smooth vector fields U,V ∈ χ(M). Of the two natural situations regarding the vector field

V : V ∈ span{ζ} and V⊥ζ, we investigate only the case V = ζ. Our interest is in the expression

for Lζg+ 2S+ 2µg+ 2αη⊗ η.

A straight forward computations give

(Lζg)(U,V) = g (∇Uζ, V) + g (U,∇Vζ) ,

= −β [g(ϕU,V) + g(U,ϕV) ] = 0. (2.22)

Using (2.22) in (2.21), we get

S(U,V) = −µg(U,V) − αη(U)η(V). (2.23)

From the last equation,the proof ends.

Proposition 2.2. If a 3-dimensional non-cosymplectic quasi-Sasakian manifold admits η-Ricci

soliton, then µ+ α = −2β2.

Proof. From (2.15), we have

S(U,V) =
[κ

2
− β2

]

g(U,V) +
[

3β2 −
κ

2

]

η(U)η(V). (2.24)

Comparing (2.24) with (2.23), we get µ = 1
2
[2β2 − κ] and α = 1

2
[κ − 6β2]. In continuation we get

µ+ α = −2β2. From the last equation, the proof ends.

3 Ricci tensor of Codazzi type

Gray [15] introduced the notion of cyclic parallel and Codazzi type Ricci tensors. A Riemannian

manifold is said to possesses a cyclic parallel Ricci tensor if its non-vanishing Ricci tensor S of type

(0, 2) satisfies the condition

(∇US)(V,W) + (∇VS)(W,U) + (∇WS)(U,V) = 0, (3.1)
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for arbitrary vector fields U,V,W on M. Again a Riemannian manifold is said to have a Ricci

tensor of Codazzi type if S is non-zero and satisfies

(∇US)(V,W) = (∇VS)(U,W), (3.2)

for all the vector fields U,V,W on M.

We consider proper η-Ricci soliton on quasi-Sasakian 3-manifold with Ricci tensor of Codazzi type.

Taking covariant derivative of (2.23) along W and using (2.19), we have

(∇WS)(U,V) = −α [(∇W η)(U )η(V) + η(U)(∇Wη)(V)]

= αβ[g(U,ϕW)η(V) + g(V,ϕW)η(U)].
(3.3)

Since the Ricci tensor S of M is of Codazzi type. Then

(∇WS)(U,V) = (∇US)(W,V). (3.4)

Making use of (3.3) in (3.4), we yields

αβ[g(U,ϕW)η(V) + g(V,ϕW)η(U)] = αβ[g(W,ϕU)η(V) + g(V,ϕU)η(W)]. (3.5)

Setting W = ζ in (3.5), we theorize β 6= 0, α = 0, which is a refutation. Thus a non-cosymlectic

quasi-Sasakian 3-manifold with a Ricci tensor of Codazzi type does not admits a proper η-Ricci

soliton. In this way we terminate the following result:

Theorem 3.1. A non-cosymplectic quasi-Sasakian 3-manifold accompanied by Ricci tensor of

Codazzi type does not possess a proper η-Ricci soliton.

Corollary 3.2. For a proper η-Ricci soliton on a non-cosymplectic quasi-Sasakian 3-manifold, the

scalar curvature is constant if and only if the vector field ζ is harmonic.

Corollary 3.3. There exists no constant scalar curvature for a proper η-Ricci soliton of non-

cosymplectic quasi-Sasakian 3-manifold, provided the vector field ζ is non-harmonic.

4 Cyclic parallel Ricci tensor

This section is affectionate to the study of proper η-Ricci soliton on quasi-Sasakian 3-manifold

bearing cyclic parallel Ricci tensor. On that account

(∇US)(V,W) + (∇VS)(W,U) + (∇WS)(U,V) = 0. (4.1)

On the other hand, we have (3.3) and left hand side of (4.1), we have

(∇US)(V,W) + (∇VS)(W,U) + (∇WS)(U,V) = αβ [g(V,ϕU)η(W) + g(W,ϕU)η(V) + g(W,ϕV)η(U)

+g(U,ϕV)η(W) + g(U,ϕW)η(V) + g(V,ϕW)η(U)].

(4.2)



CUBO
21, 2 (2019)

Certain results for η-Ricci Solitons . . . 85

Taking in hand (2.3) and (4.2), we reached

(∇US)(V,W) + (∇VS)(W,U) + (∇WS)(U,V) = 0. (4.3)

Thus we are in condition to plight the following result:

Theorem 4.1. A quasi-Sasakian 3-manifold bearing proper η-Ricci soliton always satisfies cyclic

parallel Ricci tensor.

5 Almost pseudo Ricci symmetric

Chaki and Kawaguchi [11] introduced the concept of almost pseudo Ricci symmetric manifolds

as an extended class of pseudo symmetric manifolds. A Riemannian manifold (M,g) is called

an almost pseudo Ricci symmetric manifold (APRS)n, if its Ricci tensor S of type (0, 2) is not

identically zero and satisfying the following condition:

(∇US)(V,W) = [A(U) + B(U)]S(V,W) +A(V)S(U,W) + A(W)S(U,V), (5.1)

where A and B are two non-zero 1-forms defined by

A(U) = g(U, ρ1), B(U) = g(U, ρ2). (5.2)

By taking cyclic sum of (5.1), we see that

(∇US)(V,W) + (∇VS)(W,U) + (∇WS)(U,V) = [3A(U) + B(U)]S(V,W)

+[3A(V) + B(V)]S(U,W) + [3A(W) + B(W)]S(U,V). (5.3)

Let M admits a cyclic Ricci tensor, then (5.3) reduces

[3A(U) + B(U)]S(V,W) + [3A(V) + B(V)]S(U,W)

+[3A(W) + B(W)]S(U,V) = 0. (5.4)

Replacing W by ζ in (5.4) and using (2.23) and (5.2), we get

−(µ+ α)[3A(U) + B(U)]η(V) − (µ+ α)[3A(V) + B(V)]η(U)

+[3η(ρ1) + η(ρ2)]S(U,V) = 0. (5.5)

In (5.5), substituting V = ζ and using (2.2), (2.23) and (5.2), we yield

− (µ+ α)[3A(U) + B(U)] − 2(µ+ α)[3η(ρ1) + η(ρ2)]η(U) = 0. (5.6)

Again replacing U by ζ and using (5.2) in (5.6), we obtain

− (µ+ α) [3η (ρ1) + η (ρ2)] = 0, (5.7)
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which implies

3η (ρ1) + η (ρ2) = 0, (5.8)

since (µ+α) 6= 0. In view of (5.6) and (5.8), it follows that 3A(U)+B (U) = 0. Thus we can state

the following result.

Theorem 5.1. There is no almost pseudo Ricci symmetric proper η-Ricci soliton on non-cosymplectic

quasi-Sasakian 3-manifold admitting cyclic Ricci tensor, unless 3A+B vanishes everywhere on M.

Consequently, if we keep in mind from (5.7) that 3η (ρ1) + η (ρ2) 6= 0, in this case µ+ α = 0, but

for η-Ricci soliton on non-cosymplectic quasi-Sasakian 3-manifold α + µ = −2β2. Therefore for

this condition α = −β2 and µ = −β2. Thus we state the following result.

Corollary 5.2. A proper η-Ricci soliton on almost pseudo Ricci symmetric non-cosymplectic

quasi-Sasakian 3-manifold with cyclic Ricci tensor is of type (g, V,−β2,

− β2).

6 ϕ-Ricci Symmetric

This segment is affectionate to the study of ϕ-Ricci Symmetric proper η-Ricci soliton on a quasi-

Sasakian 3-manifold and deduce some result. A quasi-Sasakian 3-manifold is said to be ϕ-Ricci

symmetric if the Ricci operator Q satisfies

ϕ2(∇UQ)V = 0, (6.1)

for all smooth vector fields U,V ∈ χ(M). If X, Y are orthogonal to ζ, then the manifold is said to

be locally ϕ-Ricci symmetric. It is well-known that ϕ-symmetric implies ϕ-Ricci symmetric, but

the converse, is not, in general true. ϕ-Ricci symmetric Sasakian manifolds have been studied by

De and Sarkar [13].

From (2.23), it follows that

QU = −µU− αη(U) ζ, (6.2)

for all smooth vector fields U. Proceeding covariant derivative of (6.2), we acquire

(∇UQ)V = −αβ [g(U,ϕV)ζ− η(V)ϕU]

= αβ[g(ϕU,V)ζ+ η(V)ϕU].
(6.3)

Applying ϕ2 on both sides of (6.3), we get

ϕ2(∇UQ)V = αβη(V)ϕ3U. (6.4)
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Making use of (6.1), from (6.4), it walk behind that β 6= 0, α = 0, which is a counter statement.

Thus we are in a condition to plight the following result:

Theorem 6.1. A ϕ-Ricci symmetric non-cosymplectic quasi-Sasakian 3-manifold does not admits

a proper η-Ricci soliton.

In [24], authors prove that in a 3-dimensional non-cosymplectic quasi-Sasakian mnaifold ϕ-

Ricci symmetric and ϕ-symmetric are equivalent provided β is a constant. Thus using this facts

we state the following result.

Corollary 6.2. A ϕ-symmetric non-cosymplectic quasi-Sasakian 3-manifold does not possess a

proper η-Ricci soliton.

Differentiating (2.16) covariantly along W and applying ϕ2 both side, we get

ϕ2(∇WQ)V =
1

2
[dκ(W)(−V + η(V)ζ) + (6β2 − κ)η(V)ϕ2(∇Wζ)]. (6.5)

If V is orthogonal to ζ, then from (6.4) and (6.5), we have

1

2
dκ(W)V = 0. (6.6)

It implies that dκ = 0. Hence the scalar curvature κ is constant.Thus we state the following

result.

Corollary 6.3. A non-cosymplectic quasi-Sasakian 3-manifold bearing proper η-Ricci soliton is

locally ϕ-Ricci symmetric if and only if the scalar curvature κ is constant.

7 Conformally flat

In this constituent we review conformally flat quasi-Sasakian 3-manifolds with a proper η-Ricci

soliton. Then we have [25].

(∇US)(V,W) − (∇VS)(U,W) =
1

4
[g(V,W)dκ(U) − g(U,W)dκ(V)]. (7.1)

Making use of (2.23) in (7.1), we have

αβ[g(V,ϕU)η(W) + g(W,ϕU)η(V) − g(U,ϕV)η(W) − g(W,ϕV)η(U)]

= 1
4
[g(V,W)dκ(U) − g(U,W)dκ(V)].

(7.2)

Substituting U = ζ in (7.2), we obtain

4αβg(ϕW,V) = −η(W)dκ(V). (7.3)
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That restricted to

4αβϕV = −dκ(V)ζ.

From the above equation it walk behind that 4αβϕ2 V = 0 and hence β 6= 0, α = 0, which is a

counter statement. Therefore we state the following result:

Theorem 7.1. A conformally flat non-cosymplectic quasi-Sasakian 3-manifold does not possess a

proper η-Ricci soliton.

8 Special weakly Ricci symmetric

The notion of a special weakly Ricci symmetric manifold was introduced and studied by Singh

and Quddus [29]. An n-dimensional Riemannian manifold (M,g) is called a special weakly Ricci

symmetric manifold (SWRS)n if

(∇XS)(Y, Z) = 2ε(X)S(Y, Z) + ε(Y)S(X,Z) + ε(Z)S(Y, X), (8.1)

where ε is a 1-form and is defined by

ε(X) = g(X, ρ), (8.2)

where ρ is the associated vector field. Let the Eq.(8.1) and (8.2) hold on quasi-Sasakian 3-manifold.

Taking cyclic sum of (8.1), we get

(∇XS)(Y, Z) + (∇YS)(Z,X) + (∇ZS)(X, Y)

= 4[ε(X)S(Y, Z) + ε(Y)S(Z,X) + ε(Z)S(X, Y)].
(8.3)

Let M admits a cyclic parallel Ricci tensor. Then (8.3) reduces to

ε(X)S(Y, Z) + ε(Y)S(Z,X) + ε(Z)S(X, Y) = 0. (8.4)

Taking Z = ζ in (8.4) and using (2.23) and (8.2), we have

− (α + µ)[ε(X)η(Y) + ε(Y)η(X)] + η(ρ)S(X, Y) = 0. (8.5)

Again, taking Y = ζ in (8.5) and then using (2.23) and (8.2), we get

− (α+ µ)[ε(X) + 2η(ρ)η(X)] = 0. (8.6)

Taking X = ζ in (8.6) and using (8.2), we obtain

− 3(α + µ)η (ρ) = 0. (8.7)

In this case if η (ρ) = 0 and α + µ 6= 0, then from (8.6) we have ε(X) = 0, ∀X ∈ χ(M). Again if

η (ρ) 6= 0, α+ µ = 0 , in this case α = −β2, µ = −β2. It leads to the following result:
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Theorem 8.1. If a special weakly Ricci symmetric non-cosymplectic quasi-Sasakian 3-manifold

with a proper η-Ricci soliton admits a cyclic parallel Ricci tensor, then the 1-form ε is vanish

identically on M.

Corollary 8.2. A proper η-Ricci soliton on a special weakly Ricci symmetric non-cosymplectic

quasi-Sasakian 3-manifold admits cyclic Ricci tensor is of type (g, V,−β2,−β2) if the 1-form ε 6= 0.

Again, if a complete Einstein quasi-Sasakian 3-manifold is compact. Then we have [19].

S(X, Y) = ϑg(X, Y), ϑ = 2β2.

It is well-known that for complete Einstein quasi-Sasakian 3-manifold, (∇XS)(Y, Z) = 0 and

S(X, Y) = ϑg(X, Y). Then (8.1) gives

2ε(X)g(Y, Z) + ε(Y)g(X,Z) + ε(Z)g(Y, X) = 0. (8.8)

Taking Z = ζ in (8.8) and then using (8.2), we get

2ε(X)η(Y) + ε(Y)η(X) + η(ρ)g(Y, X) = 0. (8.9)

Again taking X = ζ in (8.9) and then using (8.2), we get

3η(ρ)η(Y) + ε(Y) = 0. (8.10)

Taking Y = ζ in (8.10) and using (8.2), we obtain

η(ρ) = 0. (8.11)

Making use of (8.11) in (8.10), we get ε(Y) = 0, ∀ Y ∈ χ(M). Finally we have the following result:

Theorem 8.3. A special weakly Ricci symmetric non-cosymplectic quasi-Sasakian 3-manifold can

not be compact if the 1 -form ε 6= 0.

9 η-recurrent

A quasi-Sasakian manifold is said to be η-recurrent if its non-vanishing Ricci tensor S satisfies the

following condition

(∇US)(ϕV,ϕW) = A(U)S(ϕV,ϕW), (9.1)

for all U,V,W ∈ χ(M), where A(U) = g(U, ρ), ρ is the associated vector field of the 1-form A. In

particular, if the 1-form A vanishes identically on M, then it is said to be η-parallel. This notion

for Sasakian manifold was first introduced by Kon [21]. In view of (2.3), (2.19) and (2.23), we have

(∇US)(ϕV,ϕW) = µβ[g(U,ϕV)η(W) + g(U,ϕW)η(V)

−g(U,ϕW)η(V) − g(ϕV,U)η(W)] = 0.
(9.2)



90 Sunil Kumar Yadav1, Abhishek Kushwaha2 and Dhruwa Narain CUBO
21, 2 (2019)

Making use of (9.2) in (9.1), we get

A(U)S(ϕV,ϕW) = 0. (9.3)

Again using (2.23) in (9.3), we obtain

− µA(U)g(ϕV,ϕW) = 0. (9.4)

This implies that A(U) 6= 0, g(ϕV,ϕW) 6= 0. Therefore, we conclude that µ = 0, that is, the Ricci

soliton is always steady. So we have the following result.

Theorem 9.1. If a non-cosymplectic quasi-Sasakian 3-manifold with proper η-Ricci soliton satis-

fying η-recurrent, then the Ricci soliton is always steady.

Corollary 9.2. The necessary condition for a non-cosymplectic quasi-Sasakian 3-manifold with

proper η-Ricci soliton to be η-parallel, the Ricci soliton is always shrinking.

10 The curvature condition Q · R = 0.

In this section we are going to study, a proper η-Ricci soliton on a quasi-Sasakian 3-manifold that

satisfying the curvature condition Q · R = 0. Then

(Q · R)(U,V)W = 0, (10.1)

for all smooth vector fields U,V,W ∈ χ(M). From (10.1), it is obvious that

Q(R(U,V)W) − R(QU,V)W − R(U,QV)W − R(U,V)QW = 0. (10.2)

Making use of (2.14) and (2.23), Eq. (10.2) reduces to

4αµη(U)η(W)V + 2µ2η(U)η(W)V − 4αµη(V)η(W)U+ ακη(U)η(W)V

−ακη(V)η(W)U+ 2µ[{−µg(V,W) − αη(V)η(W)}U

−{−µg(U,W) − αη(U)η(W)}V + g(V,W){(−µU− αη(U)ζ}

−g(U,W){(−µV − αη(V)ζ}−
κ

2
{g(V,W)U− g(U,W)V}]

−2α2η(V)η(W)U+ αµg(V,W)η(U)ζ + α2g(V,W)η(U)ζ = 0. (10.3)

Putting U = W = ζ in (10.3), we get

4αµV + 2µ2V − 4αµη (V)ζ+ ακV − ακη (V)ζ

+2µ[−µη (V)ζ− αη (V)ζ+ µV + αV − µη(V)ζ

−αη(V)ζ+ µV + αη (V)ζ− κ
2
η(V)ζ+ κ

2
(V)]

−2α2η (V)ζ+ µαη (V)ζ+ α2η (V)ζ = 0.
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Applying the inner product of the above equation with ζ, we obtain

α(µ+ α)η(V) = 0. (10.4)

It walk behind that α 6= 0, which is a counter statement. Thus α+ µ = 0. On other hand for a η-

Ricci soliton on a quasi-Sasakian 3-manifold, α+µ = −2β2. Therefore for this condition α = −β2

and µ = −β2. Thus we sate the following result:

Theorem 10.1. A proper η-Ricci soliton on a non-cosymplectic quasi-Sasakian 3-manifold satis-

fying the curvature condition Q · R = 0 is of type (g, V,−β2,−β2).

As the dissertation of our work, we keep in mind the Corollary 5.2, Corollary 8.2 and Theorem

10.1, we state the following result.

Theorem 10.2. If a proper η-Ricci soliton on a non-cosymplectic quasi-Sasakian 3-manifold M

is of type (g, V,−β2,−β2), then the following conditions are equivalent:

i) Mn is almost pseudo Ricci symmetric with cyclic Ricci tensor,

ii) Mn is special weakly Ricci symmetric and its Ricci tensor is cyclic parallel,

iii) Q · R = 0 holds on Mn.

11 Yamabe solitons

In this section we find some results related to Yamabe soliton on quasi-Sasakian 3-manifolds. We

consider a Yamabe soliton (g, ζ). From (1.5) we have

1

2
(LVg)(X, Y) = (κ − λ)g(X, Y), (11.1)

which implies that

g(∇Xζ, Y) + g(X,∇Yζ) = 2(κ − λ)g(X, Y). (11.2)

Keeping in mind (2.6), Equ.(11.2) reduces to

2(κ − λ)g(X, Y) = 0 (11.3)

Taking X = ζ in (11.3), we get λ = κ. Then equation (1.5) reduces to LVg = 0, that is, V is Killing

vector field. Moreover, λ is constant then the scalar curvature κ is also constant. Thus we state

the following result.

Theorem 11.1. If the metric of a 3-dimensional non-cosymplectic quasi-Sasakian 3-manifold is

a Yamabe soliton then the manifold is space of constant curvature.
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Besides it, from (1.5), we have LVg = 0, thus V is Killing. Differentiating covariently along an

arbitrary vector field X, we have ∇XLVg = 0.

The identity

(∇XLVg)(U,W) = g((LV∇)(X,U),W) + g((LV∇)(X,W), U), (11.4)

can be reduced from the formula [34].

(LV∇X g−∇XLVg−∇[V,X]g)(U,W) = −g((LV∇)(X,U),W) − g((LV∇)(X,W), U).

This implies that

g((LV∇)(W,X), U) + g((LV∇)(W,U), X) = 0. (11.5)

According to equation (11.4) and (11.5), the skew-symmetric property of φ, we get (LV∇) (U,W) =

0, which implies that (LV∇) (ζ, ζ) = 0. Also, using geodesic properties of ζ, we have

(LV∇) (X,U) = −∇X∇UV −∇∇XUV + R(V,X)U,

which yields ∇ζ∇ζV + R(V, ζ)ζ = 0. This means that V is Jacobi along the direction of ζ. So we

have the following result.

Theorem 11.2. If the metric of a non-cosymplectic quasi-Sasakian 3-manifold is a Yamabe soliton,

then the flow vector field V is Killing and is Jacobi along the direction of ζ.

It is well-known that the Reeb vector field ζ is a unit vector field, that is, g(ζ, ζ) = 1.Taking

Lie-derivative of it along the vector fled V and using (1.5), we get

η(LVζ) = −(LVη)(ζ) = (λ− κ). (11.6)

Moreover, in view of ω = (κ− λ), (n = 3) and Proposition 1.1, we obtain

(i) (LVS)(X, Y) = −g(∇XDκ, Y) + ∆κg(X, Y).

(ii) (LVκ) = −2κ(κ − λ) + 4∆κ.

Since g is a Yamabe soliton, then taking the Lie-derivative of (2.15), and using the above equation,

we get

−g(∆XDκ, Y) =
1

2
(LVκ)[g(X, Y) − η(X)η(Y)]

+ [2(
κ

2
− β2)(κ − λ)]g(X, Y)

+ (3β2 −
κ

2
)[(LVη)(X)η(Y) + (LVη)(Y)η(X)].
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Since ζ is Killing, therefore ζκ = 0. Differentiating covariantly along the direction of an arbitrary

vector field X, we have g(∆XDκ, ζ)=(βϕX)κ. Substituting Y = ζ in above equation, we have

− 2β(ϕX)κ = [2(κ − 2β2)(κ − λ) − 2∆κ]η(X) + (6β2 − κ)[(LVη)X+ (κ − λ)η(X)]. (11.7)

Taking X = ζ in (11.9), using (11.6) and Proposition 1.1, we obtain

∆κ = 4β2(κ − λ) (11.8)

In view of (11.9) and(11.10), we yields

(6β2 − κ)(LVη)X = −2β(ϕX)κ − [(κ− λ)(κ − 6β2]η(X) (11.9)

Since κ is constant then from (11.11) one can say that either κ = 6β2 or κ 6= 6β2. In particular

if κ = 6β2 then from (2.15) we have S = 2β2g, that is, M is an Einstein manifold of constant

curvature β2. Thus as per above consequences, we state the following result.

Corollary 11.3. If the metric of a 3-dimensional non-cosymplectic quasi-Sasakian manifold ad-

mits a Yamabe soliton and κ = 6β2 then the manifold is an Einstein.

Corollary 11.4. For a 3-dimensional cosymplectic manifold which admits a Yamabe soliton always

has constant harmonic scalar curvature, that is ∆κ = 0.

Corollary 11.5. If a 3-dimensional non-cosymplectic quasi-Sasakian manifold with constant har-

monic scalar curvature admitting Yamabe soliton then the manifold is space of constant curvature.

On the other hand, if κ 6= 6β2 then from (11.8), we get LVη = 0. Then the equation (1.7)

implies that υ = 0. Thus we state the following result.

Theorem 11.6. If the metric of a 3-dimensional non-cosymplectic quasi-Sasakian manifold is a

Yamabe soliton, then the conformal contact transformation of the conformal vector field is strict.

12 An Example

We consider a 3-dimensional manifold M3 = {(u, v,w) ∈ ℜ3, (u, v,w) 6= (0, 0, 0)}, where (u, v,w)

is the standard coordinate in ℜ3. Let (e1, e2, e3) be linearly independent vector fields at each

point of M, identify by

e1 =
∂

∂v
, e2 =

∂

∂w
, e3 = β

(

∂

∂u
+ v

∂

∂w
−w

∂

∂v

)

and

[e1, e2] = 0, [e1, e3] = βe2, [e2, e3] = −βe1.
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Let the Riemannian metric g on M3 is defined as

g(e1, e2) = g(e2, e3) = g(e1, e3) = 0, g(e1, e1) = g(e2, e2) = g(e3, e3) = 1.

and given by

g =
1

β2

[

(1 − β2v2 − β2w2)du⊗ du+ β2dv⊗ dv+ β2dw⊗ dw
]

.

Let η be the 1-form has the significance

η(U) = g(U, e3)

for any U ∈ χ(M3) and ϕ be the (1, 1) tensor field defined by

ϕe1 = −e2, ϕe2 = e1, ϕe3 = 0.

Making use of the linearity of ϕ and g, we have

η(e3) = 1,

ϕ2(U) = −U+ η(U)e3

and

g(ϕU,ϕV) = g(U,V) − η(U)η(V),

for any U,W ∈ χ(M3). Thus for e3 = ζ, the structure (M3, η, ζ, ϕ, g) leads to a contact metric

structure on M3. The Riemannian connection ∇ of metric tensor g is given by the beauty of

Koszul’s formula

2g(∇UV,W) = U(g(V,W)) + V(g(W,X)) −W(g(U,V))

−g(U, [V,W]) − g(V, [U,W]) + g(W, [U,V ]).

Making use of the Koszul’s formula, we get





∇e2
e3 = −βe1, ∇e2

e2 = 0, ∇e2
e1 = −βe3,

∇e3
e3 = 0, ∇e3

e2 = 0, ∇e3
e1 = −βe3,

∇e1
e3 = βe2, ∇e1

e2 = −βe3, ∇e1
e1 = 0.

Consequently (M3, η, ζ, ϕ, g) is an quasi-Sasakian structure that satisfies,

(∇Uϕ)V = β(g(U,V)ζ − η(V)U), ∇Uζ = −βϕU,

where β 6= 0. Hence (M3, η, ζ, ϕ, g) define non-cosymplectic quasi-Sasakian 3-manifold. Therefore,

we find the components of curvature tensor as follows:





R(e2, e3)e3 = β2e2, R(e2, e3)e1 = −β2e3, R(e3, e2)e2 = β2e3,

R(e1, e3)e3 = β2e1, R(e3, e1)e1 = β2e3, R(e2, e1)e1 = β2e2 − β2e1,

R(e1, e2)e2 = β2e1, R(e1, e2)e3 = β2e3, R(e3, e1)e2 = 0.
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From the above we can easily evaluate the value of the Ricci tensor as follows:

{
S(e1, e1) = 2β2, S(e2, e2) = 2β2, S(e3, e3) = 2β2

S(e1, e2) = 0 S(e2, e3) = 0, S(e2, e3) = 0.

Also, the scalar curvature κ is given by:

κ =

3∑

i=1

g(eiei)S(ei, ei) = 6β2

Also from the Equ.(2.23), we get

S(e1, e1) = S(e2, e2) = −µ, S(e3, e3) = −µ− α.

It is clear that µ = −2β2 and α = 0. Thus the manifold does not admits proper η-Ricci soliton.

Hence the Theorem 3.1, Theorem 4.1, Theorem 6.1 and Theorem 7.1 are verified.

Let {e1, e2, e3} be a basis of the tangent space at any point. For any vector X, Y ∈ χ(M2n+1), we

have

X = a1e1 + b1e2 + c1e3 , Y = a2e1 + b2e2 + c2e3,

where ai, bi, ci ∈ ℜ\{0}, for all i = 1, 2, 3.

Thus g(X, Y) = a1a2 + b1b2 + c1c2, and S(X, Y) = 2β2{a1a2 + b1b2 + c1c2 }. Then we obtain

S(X, Y) = 2β2g(X,Y), that is, the manifold M is an Einstein manifold. Hence Corollary 11.3 are

hold.

Remark 12.1. In this example β 6= 0 and µ < 0. Thus the Ricci soliton in a 3-dimensional

non-cosymplectic quasi-Sasakian manifold is always shrinking.
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